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Useful XAI 
for 

Humans

Background & 
Motivation



Societal Criteria 
(safety, trustworthiness, fairness, etc.)

Qualitative 
Measures

Why do we need AI interpretability?
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AIsHumans

Human-AI collaborative systems are not only optimized for task performance (e.g., accuracy), 
but also are required to satisfy vital societal criteria (e.g., trustworthiness, safety, fairness, etc.).

Human-AI 
collaborative systems

Intractable

Task Performance (e.g., accuracy)
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“AI interpretability is a fallback to be used by humans to gauge the AI model reasoning and 
assess the societal measurements“

AIsHumans

Task Performance (e.g., accuracy)

Societal Criteria 
(safety, trustworthiness, fairness, etc.)

Tractable

The usefulness of XAI for humans is crucial

Doshi-Velez, F., & Kim, B. (2017). Towards a rigorous science of interpretable machine learning. arXiv preprint arXiv:1702.08608.

Fallback

AI Interpretability for humans



Evaluation of XAI usefulness
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AI TasksHumans AI Interpretability 
Evaluation 

(Doshi-Velez, Finale, & Kim, Been. (2017))

Functionally-grounded EvaluationNo Real 
Humans

Proxy 
Tasks(e.g., Faithfulness, Robustness, Plausibility)

Human-grounded EvaluationReal 
Humans

Simple 
Tasks(e.g., Human simulatability, Error analysis)

Application-grounded EvaluationReal 
Humans

Real 
Tasks(e.g., Collaboration usefulness, Performance gain)

Useful XAI for 
humans in practice
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Gradient CAM Mask RTS
Attribution Heatmaps

2012 2023

Selvaraju et al., ICCV 2017; Fong et al., ICCV 2019; Kim et al., Koh & Liang ICML 2018; Koh*, Nguyen*, Tang* et al., ICML 2020; Chen* & Li* et al., NeurIPS 2019; Wang et al, 

CVPR 2020 , Ribeiro et al., KDD 2016; Lundberg & Lee, NeurIPS 2017; Ribeiro et al., AAAI 2018; Strobelt et al, IEEEVis 2018; Wallace et al, EMNLP, 2019; Wei et al, NeurIPS 2022.

Concept-based Explanations
( e.g. TCAV, Concept Bottleneck )

Prototype Explanations
( e.g. ProtoPNet)

Counterfactuals
(e.g. SCOUT, Triggers )

….
Training Examples

( e.g. Influence Functions, Representor Point )

train id19684 
ox predicted as cow
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cow predicted as ox
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Decision Rules / Graphs
( e.g. Anchors )

Free-text Rationales
(e.g. Chain-of-thought )

Trajectory of XAI algorithms
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Gradient CAM Mask RTS
Attribution Heatmaps

2012 2023

Selvaraju et al., ICCV 2017; Fong et al., ICCV 2019; Kim et al., Koh & Liang ICML 2018; Koh*, Nguyen*, Tang* et al., ICML 2020; Chen* & Li* et al., NeurIPS 2019; Wang et al, 

CVPR 2020 , Ribeiro et al., KDD 2016; Lundberg & Lee, NeurIPS 2017; Ribeiro et al., AAAI 2018; Strobelt et al, IEEEVis 2018; Wallace et al, EMNLP, 2019; Wei et al, NeurIPS 2022.

Concept-based Explanations
( e.g. TCAV, Concept Bottleneck )

Prototype Explanations
( e.g. ProtoPNet)

Counterfactuals
(e.g. SCOUT, Triggers )

….
Training Examples

( e.g. Influence Functions, Representor Point )

train id19684 
ox predicted as cow

train id4642 
cow predicted as ox
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Decision Rules / Graphs
( e.g. Anchors )

Free-text Rationales
(e.g. Chain-of-thought )

Under-Explored: human evaluation of XAI usefulness

RQ1: Are these XAI algorithms Useful for real 
humans in practical simple tasks? 

AI TasksHumans AI Interpretability 
Evaluation

Functionally-grounded EvaluationNo Real 
Humans

Proxy 
Tasks(e.g., Faithfulness, Robustness, Plausibility)

Useful XAI for 
humans in practice



RQ1: Are XAI Useful 
for Humans? 

Useful XAI 
for 

Humans

Post-hoc Interpretability

Intrinsic Interpretability

Background & 
Motivation

Molnar, Christoph. Interpretable machine learning. 3.2 Taxonomy of Interpretability Methods. 2020.
8



Hua Shen Kenneth Huang

Shen, Hua, and Ting-Hao Huang. "How useful are the machine-generated interpretations to general 
users? a human evaluation on guessing the incorrectly predicted labels." HCOMP. 2020.9

How Useful Are the Machine-Generated Interpretations 
to General Users? 



Humans Analyze Model Errors in Image Classification

10

1

2

4



What AI explanations are used?

11

Widely-adopted Saliency Maps 
as AI Explanations

ExtremalPerturb GradCAM SmoothGrad



With Interpretation [Int]

Without Interpretation [No-Int]
12

Design of Human Study

200 Image 5 workers / image 1000 submissions



Table: Average Human on Inferring Model 
Misclasification (non-overlap users). 
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Results

[No-interpretation] condition > [Interpretation] condition

10% Accuracy Drop

(statistically significant)

Conclusion
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Key Findings

Displaying the visual AI interpretations to general 
users did not increase, but rather decreased, the 
average accuracy on guessing incorrectly predicted 
labels by roughly 10%.

WHY?



•C1: Local Character Inference 

•C2: Multiple Objects Selection 

•C3: Similar Appearance Inference 

•C4: Correlation Learning 

•C5: Incorrect Gold-standard Labels

Model error categories for fine-grained analysis
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•C1: Local Character Inference 

•C2: Multiple Objects Selection

XAI can be useful in some model error categories
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Table: Average Human on Inferring Model 
Misclasification (non-overlap users). 



Take-away Message

Be cautious when displaying machine-generated 
interpretations to explain models’ mistakes, because it is 

not always helpful for understanding by general users.

17
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AI TasksHumans AI Interpretability 
Evaluation

Functionally-grounded EvaluationNo Real 
Humans

Proxy 
Tasks(e.g., Faithfulness, Robustness, Plausibility)

Human-grounded EvaluationReal 
Humans

Simple 
Tasks(e.g., Human simulatability, Error analysis)

Evaluation of XAI usefulness
Useful XAI for 

humans in practice
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RQ1: Are XAI Useful 
for Humans? 

Useful XAI 
for 

Humans

Post-hoc Interpretability

Intrinsic Interpretability

Background & 
Motivation



Are Shortest Rationales the Best Explanations for 
Human Understanding?

Shen, Hua, et al. "Are Shortest Rationales the Best Explanations for Human Understanding?." ACL. 2022.

Hua Shen Kenneth HuangSherry Wu Wenbo Guo
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Vafa, Keyon, et al. "Rationales for sequential predictions." EMNLP, 2021. 
Bastings, Jasmijn, et al. “Interpretable neural predictions with differentiable binary variables." ACL, 2019.

Rationales in Text Classification Tasks

Explanations:  
A sufficient subset of input words, that 
are short and coherent, yet sufficient to 
make the correct model’s prediction.
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NegativePositive

Sentiment Analysis For Movie Reviews

It ’s not life - affirming — its vulgar and 

mean, but I liked it. Explanations



It ’s not life - affirming — its vulgar and 

mean, but I liked it.

It ’s not life - affirming — its vulgar and 

mean, but I liked it.

Identifier

Self-Explaining Models

Lei, Tao, Regina Barzilay, and Tommi Jaakkola. "Rationalizing neural predictions." EMNLP, 2016.
22

Positive

Explanations

Classifier

Shorter Explanations are Better.
Prior Study

Yet to be validated by human studies!?



Are Shortest Explanations the Best for Human 
Understanding?
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Overview of Study Design
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Propose a novel self-explaining model to generate 
explanations with different lengths

Goal: the impact of explanation lengths on human understanding:

Step1

…

Humans guess the labels with explanations of 
different lengths

Step2

A novel self-explaining modelContribution
human evaluation on intrinsic 

interpretability usefulness



LimitedInk model generates rationals with different length

25

Explanation

Mask

Identifier

1. Gumbel-Softmax Sampling

Control Different 
Explana0on Length

2. Vector and Sort Regularization



26

How to control explanation length in LimitedInk

Jang, E., Gu, S., & Poole, B. (2017, April). Categorical reparametrization with gumble-softmax. ICLR, 2017.

It ’s not life - affirming — its vulgar and mean , but I liked it .

Input (X)

Identifier

10 0 0… … 0
top-1

MAX

It ’s not life - affirming — its vulgar and mean , but I liked it .

Explanation Length (k)

1

1

0

0

0

0

0

0

…

…

…

…

0

0

Gumbel-Softmax Sampling

top-2

top-k

….

Benchmark

1 1 1 1 0 0 0 0 0 0 0 0 0

Sorted Mask

L1 norm

1. Gumbel-Softmax Sampling

Original Mask

2. Vector and Sort Regularization



Can LimitedInk perform well on classification?

LimitedInk performed compatible with three SOTA baselines on the two 
common rationale metrics in five ERASER text classification benchmark datasets.
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• End-task classification: Task, weighted average F1 

• Human Plausibility with annotated dataset: Precision, Recall, Token-level F1



Step2 - Human Study Setups

We conducted user studies to investigate the human understanding on 
LimitedInk and Baseline (random sampled tokens).
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LimitedInk Explanations Random text spans (similar length) 

Only highlight explanations & 
hide other texts! 

Five-level explanations:  
10%, 20%, 30%, 40%, 50%



We asked MTurk Workers to simulate model predictions and provide the 
confidence on 100 random instances from Movie Review dataset. Each worker 
sees a review only once. 29

Human Task Design



Human accuracy and confidence, at the shortest.level (i.e., 10% length), are 
lower than the random baseline.

Key Findings

0.63 0.61

30
The shortest rationales are NOT always the best for human understanding. 



Take-away Message

Shortest explanations are largely NOT the best for 

humans to simulate model predictions. 

With very short rationales, the explanations might NOT be 
helpful for humans.

31
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AI TasksHumans AI Interpretability 
Evaluation

Functionally-grounded EvaluationNo Real 
Humans

Proxy 
Tasks(e.g., Faithfulness, Robustness, Plausibility)

Human-grounded EvaluationReal 
Humans

Simple 
Tasks(e.g., Human simulatability, Error analysis)

Evaluation of XAI usefulness
Useful XAI for 

humans in practice
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RQ1: Are XAI Useful 
for Humans? 

Useful XAI 
for 

Humans

Post-hoc Interpretability

Intrinsic Interpretability

RQ2: Why?

Background & 
Motivation



Shen, Hua, and Ting-Hao Huang. “Explaining the Road Not Taken." HCXAI CHI Workshop. 2021.

Explaining the Road Not Taken

Hua Shen Ting-Hao ‘Kenneth’ Huang

@

34



What are the real-world user needs for XAI?

35 Liao, Q. Vera, Daniel Gruen, and Sarah Miller. "Questioning the AI: informing 
design practices for explainable AI user experiences." CHI. 2020.

43 XAI  
User Questions

XAI Question 
Bank



How well can existing XAI algorithms respond to 
these questions that users care in practice ? 
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We surveyed 200+ XAI Papers related to NLP

37 The website listing 200+ XAI paper: https://human-centered-exnlp.github.io/

https://human-centered-exnlp.github.io/


Matching XAI Papers with XAI Question Bank? 

43 User Questions 218 XAI Papers

38

Manually Matching: 218 * 43 = 9,374 …



Matching Each User Question with XAI Forms in NLP
43 User Questions 200+ XAI Papers

39



Results: Heatmap for XAI Question Bank

XAIs are skewed to: how AI systems CAN provide specific outputs

40



XAI largely ignored: what AI systems CANNOT achieve (e.g., counterfactuals).
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Results: Heatmap for XAI Question Bank

XAI largely ignored: diverse information across AI development process 
(data, model, deployment, etc.)



Users demand diverse XAI questions to understand AI models 
across AI development lifecycle, whereas existing XAI methods 
commonly answer only ONE XAI question.

Take-away Message

42

XAI

Humans



Take-away Message

43

XAI

Humans

Users are widely interested in what AI systems cannot achieve 
other than what AI already succeeded, indicating the necessary 
of interactive XAI for counterfactual explanations.

outputs

counterfactual 
outputs



44

RQ1: Are XAI Useful 
for Humans? 

Useful XAI 
for 

HumansRQ2: Why? RQ3: How  
to Improve?

ConvXAI: 
Interactive XAI via 
Conversations

Background & 
Motivation

Post-hoc Interpretability

Intrinsic Interpretability



ConvXAI     : Delivering Heterogeneous AI Explanations via Conversations 
to Support Human-AI Scientific Writing

Hua Shen Kenneth HuangSherry WuChieh-Yang Huang

45

Demo



Challenges of Existing XAI
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AIHumans XAI

?

?

?

ONE Explanation

Shen, Hua, and Ting-Hao Huang. "How useful are the machine-generated interpretations to general 
users? a human evaluation on guessing the incorrectly predicted labels." HCOMP. 2020.

• Showing ONE specific explanation might NOT meet 
diverse XAI user needs.

Needs are NOT 
satisfied

Diverse User Needs



Challenges of Existing XAI
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AIHumans XAI

MANY Explanations

Mask 20%

Mask 40%

SmoothGradbowknot

nose

ProtoPNet

Mask 50%

CAM

…
Poursabzi-Sangdeh, Forough, et al. "Manipulating and measuring model interpretability." CHI. 2021.

• Showing ONE specific explanation might NOT meet 
diverse XAI user needs. 

• Showing MANY explanations at one time may lead 
to cognitive overload for humans

Cognitive 
Overload

Diverse User Needs



Solution: Conversational XAI
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AIHumans XAI

• Showing ONE specific explanation might NOT meet 
diverse XAI user needs. 

• Showing MANY explanations at one time may lead 
to cognitive overload for humans

Human 
Interactive 

Query

Human-centered Conversational XAI empowers 
humans to interactively inquire the specific 
explanation with minimal cognitive load.

Mask 20%

Mask 40%

SmoothGrad

Mask 50%

CAM

XAI Candidate Pool

bowknot

nose

ProtoPNet

bowknot

nose

ProtoPNet

Diverse User Needs



?Application-grounded EvaluationReal 
Humans

Real 
Tasks(e.g., Collaboration usefulness, Performance gain)

AI TasksHumans AI Interpretability 
Evaluation

Functionally-grounded EvaluationNo Real 
Humans

Proxy 
Tasks(e.g., Faithfulness, Robustness, Plausibility)

Human-grounded EvaluationReal 
Humans

Simple 
Tasks(e.g., Human simulatability, Error analysis)

Useful XAI for 
humans in practice

49

What Task should we apply Conversational XAI?
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Real Task: AI-assisted scientific writing by humans

AI

Humans

Output

• The complex cognitive process of 

writing can potentially elicit more XAIs; 

• Effectively observe XAI usefulness by 

checking human writing improvement; 

• Common real tasks in graduate study, 

easy to find real users;

Reasons:



How to design the system?
Goal: useful conversational XAI for AI-assisted scientific writing

Four Design Principles for 
Conversational XAI 

A
 F

or
m

at
iv

e 
St

ud
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s

Participants
• 3 females, 4 males 
• diverse background

Procedure
• Semi-Wizard-of-Oz (WoZ) process  
• Think aloud during process

A Preliminary System

• Predicting with 2 AI writing models 
• Listing 8 XAI buttons

Nice! I’ve collected 3235 papers from the CHI main 
conference to provide more targeted feedback to 
you. 

Your paper received an overall quality score as 2 (1 
to 5 levels). 

You could further improve your paper abstract with 
the reviews below: 

- S2: Too short, please rewrite it into a longer 
sentence. 

- S7: Better to describe purpose aspect here, please 
rewrite the sentence to change its label from 
finding to purpose. 

- S10: The quality score of S10 is a bit lower than 
conference score range. 

- S10: Too short, please rewrite it into a longer 
sentence.

I just selected Button CHI. Do you want some explanations on the above 
review?

I just selected Button [YES]

YES No

To better understand your review, you can ask me 
further questions about: 
- Basic Information and Statistics of the data and 
model related to your selected conference, such as:

- Explanations for Each Sentence Prediction. You 
can select (by double click) the specific sentence, 
then click the question buttons or directly type your 
questions below.

Data Statistics Model Description

Quality Score Range Aspect Distribution

Model Confidence

Important Words

Similar Examples

Counterfactual Explanation

A B

Predict with 2 AI 
writing models

List 8 XAI buttons 
for human choice

A



Four Design Principles for useful conversational XAI

Multifaceted XAI

Contain multiple XAI 
types that explain AI from 

various aspects

ControllabilityContext-aware  
Drill-down

Mixed-Initiative
P1 P2

P4P3

Proactively send users XAI 
tutorials or hints to teach 
them “how to use XAIs”

Enable humans to 
customize XAI with 
personalized needs

Maintain the conversation 
history to generate 

responses with user needs 
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ConvXAI       Demo:

https://www.youtube.com/watch?v=Fm1fFD13HtA


54

ConvXAI

A

B

C

Keynotes of User 
Interaction

P2

P1

P3 P4

Implementing Four 
Design Principles

D
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Technical Challenges & Contributions

• No unified approach to incorporate 
various XAI types into one interface 

• No existing XAI approaches to parse 
interactive user needs and generate 
customized XAIs

Challenges:
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Technical Challenges & Contributions

• No unified approach to incorporate 
various XAI types into one interface 

• No existing XAI approaches to parse 
interactive user needs and generate 
customized XAIs

Challenges:

Technical Contribution

• A Unified conversational XAI API for 
various XAI types that enable user to 
customize AI explanations.
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Evaluate ConvXAI with real human studies
Task1Who 

is 
studies 13 graduate researchers 8 researchers

Task2

How 
 it’s 

studied

1. Two think-aloud scientific writing tasks: 

• Within-Subjects Study: ConvXAI vs. Baseline  

• Improve a paper’s abstract; 

• Paper domains: NLP, or HCI, or AI 

2. Post Survey - Questionnaires 

3. Semi-structured Interviews

When 09/2022 (90min) 12/2022 (90min) (rejoin)

• Effective system design 
• Self-perceived usefulness

• Writing output quality 
• Temporal change of user need

What 
 is the 
goal
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Baseline System (SelectXAI)

A

B

C

what words make the assistant think 
it is describing the purpose?

how can I edit them so it describes 
background?

C

The most likely counterfactual label is 'background'. 
You can get this label by revising into: “The 
Conversational XAI potential in the context of scientifi
c writing is yet to be explored”. I'm confident with 
this revision with confidence score=0.3882.

The TOP-6 important words are highlighted as 
below: 
[CLS] in this paper , we examine the convers
ational xai potential in the context of scientific
 writing . [SEP]

B

Within-Subjects 
Study Design
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Condition

Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree

Response

Finding#1: ConvXAI is a useful approach to help end users understand and collaborate with AI models.

Useful in Understanding  
& Improving Writing

Less  
Cognitive Load

More aligned with  
human-centered design rationales

Survey results of human study in Task1
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Finding#2: Different users prefer to use different XAI formats in the real-world tasks.

Humans’ XAI usage patterns in Task1



±

±
± ± ± ± ±

±

±

±

±
±
±

±

±

Finding#4: But ConvXAI didn’t always improve objective writing performance

Condition
Grammarly (1-100) Model Quality (1-5) Model Structure (1-5) Human Quality (1-10)  Human Structure (1-10)

Original Improved Original Improved Original Improved Original Improved Original Improved

SelectXAI
84.8 (   10.4)

85.1 (   5.52)
2.82 (   0.75)

3.05 (   0.64)
4.19 (   0.37)

4.75 (   0.38)
6.5 (   1.69)

6.50 (   1.30)
6.5 (   1.07)

6.63 (   1.19)

ConvXAI 86.6 (   6.50) 3.18 (   0.71) 4.31 (   0.46) 6.38 (   0.93) 6.63 (   1.19)

P - 0.6264 - 0.6965 - 0.0560 - 0.8281 - 1.00

Table2. Objective scores of evaluating usefulness in task 2.

61

Finding#3: ConvXAI can improve human-perceived usefulness.

Usefulness evaluation in Task2

Condition Overall Writing Writing Structure Writing Quality

SelectXAI 3.25 (    1.035) 3.375 (    1.302) 3 (    1.195) 

ConvXAI 4.25 (    1.389) 4.375 (    1.408) 4 (    1.414)

P 0.1248 0.1624 0.1489

± ± ±

±± ±

Table1. Survey results of human-perceived usefulness rating.
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Task1 v.s. Task2: user needs changed along time

#Count of User XAI Questions

10
 X

A
I T

yp
es

#Count of User XAI QuestionsTask1 Task2

Finding#5: Users XAI needs changed along time and converged to instance-wise XAIs.

Finding#6: User-oriented XAI Customization is important in many XAI types. 

0 5 10 15 20 25 30 35 40 5545 50 60



ConvXAI is a potentially useful human-centered XAI approach that 
empowers humans to interactively inquire heterogeneous AI 
Explanations via a simple conversation interface.

Take-away Message

63

Key ingredients for useful XAI for humans in practice: 
• A simple human interactive interface 
• Multifaceted XAIs 
• XAI customization 
• Proactive XAI tutorials/hints for usage
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AI TasksHumans

Useful XAI for 
humans in practice

AI Interpretability 
Evaluation

Functionally-grounded EvaluationNo Real 
Humans

Proxy 
Tasks(e.g., Faithfulness, Robustness, Plausibility)

Application-grounded EvaluationReal 
Humans

Real 
Tasks(e.g., Collaboration usefulness, Performance gain) Demo

Evaluation of XAI usefulness

Human-grounded EvaluationReal 
Humans

Simple 
Tasks(e.g., Human simulatability, Error analysis)
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RQ1: Are XAI Useful 
for Humans? 

Useful XAI 
for 

HumansRQ2: Why? RQ3: How  
to Improve?

• In real world human-AI tasks, “how to quantify human’s subjective goal of 
XAI usefulness, and align it with objective AI predictions” is still challenging.

Limitation

Future Work
• Develop the benchmark for evaluating XAI usefulness metrics; 
• Generalize the interactive XAI customization for user need is crucial; 
• Extend the Interactive AI Explanations to more real-world tasks (e.g., healthcare);
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• Human Evaluation for Model Errors: https://github.com/huashen218/
GuessWrongLabel  

• LimitedInk Model & Human Study codes: https://github.com/ 
huashen218/LimitedInk.git  

• 200+ Paper website & Annotations: https://human-centered-
exnlp.github.io/  

• ConvXAI System codes: https://github.com/huashen218/convxai.git 
• The Unified XAI API: https://github.com/huashen218/convxai/blob/

main/notebooks/convxai_universal_xai_api.ipynb

All projects are open-sourced on Github

https://github.com/huashen218/convxai.git
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Human interaction/evaluation on AI systems

Collect a Dataset with Crowdsourcing

Speech Fairness

XAI robustness & security

Other papers outside this talk (2020 - 2023)
Human-AI Eval Framework
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