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Introduction
There are people who interact with LLMs in multiple languages.

Different language prompts can lead to different answers to similar 
questions

● The current data the LLM has – each language is associated with a 
specific culture with different values and traditions
○ English → western
○ Chinese → China
○ etc.



Research Questions
1. Prompting language and cultural alignment

● Prompt is answered in the same language = greater cultural 
alignment
○ i.e. asking survey questions about the US in English will 

produce more culturally aligned responses, compared to if you 
asked about the US in a foreign language

● However, there are cases where a language is associated with 
multiple cultures
○ i.e. people in Egypt may express their opinions in English rather 

than their native language



2. Pre-training data composition
● The more a model is trained on data from a particular culture, the 

better it will reflect that culture’s views.

● The model is more culturally aligned with personas that are in 
popular areas

● Thus, misalignment is expected for personas that are from 
underrepresented backgrounds

3. Personas and cultural topics



4. Finetuning models to induce cross-lingual knowledge transfer
● See if an English-trained model can culturally align in arabic 

contexts, and vice versa



Experimental Setup
They aim to measure cultural alignment by simulating existing surveys done 
by socialists in certain populations.

● World Values Survey (WVS): an ongoing project that gathers responses 
to questions on matters on, but not limited to, social, cultural, and 
economical importance from around the world
○ In this work, they selected 30 questions with diverse themes from 

Egypt and the US (both covers a diverse demographic)





● Each participant’s response of the survey is associated with a “persona” 
of that participant

“Persona” = the demographic of 
a survey participant

This will allow the LLM to 
capture the diversity not only of 
a specific country but also 
among other people in that 
country



Method of gathering data:
1. Gather participants’ responses of the WVS survey in their dominant 

language
2. This survey is translated to that dominant language for the LLM to 

answer in the context of that “persona”
3. Both responses are used to calculate alignment





Hard matrix vs soft matrix
A numerical representation of cultural alignment

Hard matrix:
● Strict accuracy
● Model only gets credit if 

its answers matches the 
survey respondents 
exactly

Soft matrix:
● Model can get “partial 

credit” if its answer is 
close enough for questions 
with a scale (1-5 for 
agreement)



Anthropological Prompting
In an attempt for more culturally aligned responses of LLMs for 
underrepresented and minority groups, they utilized anthropological 
prompting.

● Prompted the model to comprehend anthropological concepts – 
identities, inquiries, and linguistic constructions
○ This will allow the model to reason before answering any 

question

● Essentially telling the model to act and think as an anthropologist





Results



Anglocentric Bias in LLMs
Regardless of being finetuned or trained to be multilingual, the LLMs are 
significantly more culturally aligned with people in the US than those in 
Egypt

● Western bias according to concurrent research, likely due to the large 
amount of data used to train LLMs in general





Prompting and Pretraining Languages
Their hypothesis on using the country’s dominant language for more 
culturally aligned results was correct.

● mT0-XXL (Multilingual)
○ Although trained to be multilingual, still had Western biases where there was more 

alignment with English compared to Arabic

● GPT-3.5 (English) and AceGPT-Chat (English, then Arabic)
○ English prompts increased in alignment with US surveys compared to Arabic

● LLaMA-2-Chat (English)
○ Arabic prompts were less effective in enhancing alignment with Egypt survey 

■ A result of lack of Arabic data in the pretraining which leads to a lack of 
knowledge of Egyptian culture



Digitally Underrepresented Personas
Alignment improves as the backgrounds of individuals changes from lower 
to higher levels in both respective dimensions.



Cultural Alignment per Theme
Examining cultural alignment concerning certain topics and theme.

Themes contributing to the 
improvement in alignment in the Egypt 
survey when prompt in Arabic:
● Social values, political interest, and 

security



Anthropological Prompting
Results shows that anthropological prompting improves cultural alignment, 
especially for participants from underrepresented backgrounds.



Discussion
This study finds that both pretraining language and prompting language 
boost cultural alignment, especially when they match the culture’s dominant 
language.

Cultural identity is diverse with any country. This study used Modern 
Standard Arabic (MSA). Doesn’t capture all of Egyptian culture, since 
Egyptians primarily speak Egyptian Arabic dialects. Thus, alignment will 
further improve with dialect-specific training, rather than measured with a 
single archetype.



Conclusion & Future Work
Study presented a framework for measuring cultural alignment in LLMs by 
referencing surveys done in the US and Egypt, and comparing these responses with 
LLMs across six demographic dimensions, testing how pretraining language 
composition and prompting language affect alignment.

Introduced anthropological prompting, which allows models to use anthropological 
reasoning before generating a response, leading to improved cultural alignment, 
especially for underrepresented groups.

Future works include expanding to more cultures and languages and exploring 
cultural alignment as a proxy for cross-lingual knowledge transfer. Additionally, 
using other LLMs and other survey sources



Thank you :)!


