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Figure from: Liu Pengfei, et al. "Pre-train, prompt, and predict: A systematic 
survey of prompting methods in natural language processing." arXiv 2021 
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What is prompt-based learning with LLMs?

Encourages a pre-trained Large 
Language Model (LLM) to make 
particular predictions by providing a 
“prompt” specifying the task to be done.
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In-context Learning

Prompt Design

Prompt Search

P* tuning

LM + P* tuning

What is prompt-based learning with LLMs?

Encourages a pre-trained Large 
Language Model (LLM) to make 
particular predictions by providing a 
“prompt” specifying the task to be done.



What is in-context learning?
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In-context learning: Definition

34Brown, Tom, et al. “Language Models are Few-Shot Learners.” NeurIPS 2020.

The input to the model describes a new task with some possible examples, in natural language. 
Effective on very large models (173B GPT-3)

Brown, Tom, et al. “Language Models are Few-Shot Learners.” NeurIPS 2020.

In-context learning: Definition

34Brown, Tom, et al. “Language Models are Few-Shot Learners.” NeurIPS 2020.

The input to the model describes a new task with some possible examples, in natural language. 
Effective on very large models (173B GPT-3)

How many examples ?

https://arxiv.org/pdf/2005.14165.pdf


In-context learning: Prompt types
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Few-shot 

Description + a few example (3-100)

[5-10 is most common]

Brown, Tom, et al. “Language Models are Few-Shot Learners.” NeurIPS 2020.

Find the nationality of people:


Albert Einstein => German


Alan Turing => English


Mahatma Gandhi => Indian


Marie Curie =>  

Task description1


2


3


4


5 Task

Zero-shot 

Natural language descriptions only

Find the nationality of people:


Marie Curie =>  

1


2

Task description
Task

One-shot 

Description + one example

Find the nationality of people:


Albert Einstein => German


Marie Curie =>  

1


2


3

Task description
Example

Task

Examples

How to make ?

https://arxiv.org/pdf/2005.14165.pdf


Challenge: which sets of examples?
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Different few-shot example sets 
lead to very different results.

Different ordering of the same 
set also lead to different results!!

Chang, Ernie, et al. "On training instance selection for few-shot neural text generation." arXiv preprint arXiv:2107.03176 (2021).Lu, Yao, et al. 

“Fantastically ordered prompts and where to find them: Overcoming few-shot prompt order sensitivity." arXiv preprint arXiv:2104.08786 (2021).

Let’s assume users are given a training data set to choose prompt examples.



Challenge: when “enough” examples?
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The model performs better when the test input is similar to some training input.

But it’s hard to get coverage in 30 examples.

Liu, Jiachang, et al. "What Makes Good In-Context Examples for GPT-3?." arXiv preprint arXiv:2101.06804 (2021).

Find the nationality of people:


Albert Einstein => German


...


Alan Turing => English


...


Mahatma Gandhi => Indian


Marie Curie =>  

Task description1


2


.


k


.


.


N
 Task

Examples

When do the prompt examples enough 
to make good prediction?

k = ?



Research objectives
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We present, ScatterShot, to help users interactively and 

iteratively find high-quality demonstrative examples to build 

effective in-context functions.



Scattershot principles

9

Handle common patterns

Not neglect unusual ones 

Cost effective

Help the user discover previously 
unexplored patterns.

Help the user prioritize the most 
informative examples.

Minimize annotation cost.

1

2

3



User interface
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How can we use the least examples to cover most prompt patterns?

Interactive In-context Example Annotation for Text Transformation IUI ’23, 2022, Sydney,Australia

>> [Posted: 2000-01-05] Photo: today. 
=> Today == 2000-01-05  

>> [Posted: 1989-10-31] Slepian was 
killed on Oct. 23, 1999 . => Oct. 23, 
1999 == 1999-10-23  

>> [Posted: 1989-10-31] It hopes to 
control 5% of jewelry business => N/A  

>> [[SELECTED ORIGINAL EXAMPLE]] =>

Extract all the mentioned dates as 
detailed as possible, in the ISO 
format of YEAR-MONTH-DAY.

BA

1

2

3

4 5

Figure 2: (A) The S������S��� interface, with (A1) task description, (A2) existing in-context examples, and (A3) candidate
examples awaiting human inspection. Through interactions A4 and A5. Users canmake edits to LLM outputs, sort the candidates
into positive demonstrative examples (+), negative ones (-), or just not include the candidate (O). The description and the
examples get transformed into raw text prompts. One set of in-context examples produces multiple prompts depending on
how the examples are ordered; (B) shows a prompt with one possible ordering.

2 THE DESIGN OF SCATTERSHOT
The goal of S������S��� is to help users iteratively �nd and label
high-quality demonstrative examples to build e�ective in-context
functions. In order to be e�ective, a function must be able to handle
common patterns (e.g., the temporal normalization function in
Figure 1 must be able to handle common temporal expressions
such as “today”), without neglecting less common ones (e.g.,
holidays such as “Christmas”). Further, we want the process to be
cost-e�ective, not wasting annotation e�ort on demonstrations
that are redundant with already covered patterns. To achieve these
goals, we design S������S��� to respond to every user interaction
by o�ering assistance in three areas:

• Help the user discover previously unexplored patterns.
In each iteration, S������S��� uses existing demonstrations
and users’ past interactions to cluster the remaining unlabeled
data into task-speci�c slices. Such slices map the input space for
users to explore.

• Help the user prioritize the most informative examples.
S������S��� uses the current in-context function to estimate
the di�culty of slices and examples, prioritizing unexplored
slices or slices and examples where the current function is not
yet performing well. We call this variant of active learning slice-
based sampling.

• Minimize annotation cost. Rather than providing a gold out-
put label from scratch for each example, the user is presented
with the best guess output from the current in-context function
(updated at every step), which they either accept when correct
or edit the incorrect parts.

Wewrap these functionalities with a lightweight interface, where
at each round, users are presented with a batch of unlabeled exam-
ples to be (potentially) added to the set of demonstrations. Thus, at

each round, users get a “picture” of their current in-context func-
tion, and interact with it for improvement. We now detail each one
of these components.

2.1 Interactive Interface
We present S������S��� as an interactive interface, shown in
Figure 2. The interface contains a task description (A1) and existing
in-context examples as demonstrations, presented as input-output
pairs (A2). These pairs are color-encoded based on the text editing
distance, with the spans deleted from the input in red, and the
spans added in green. Both the description and demonstrations
are editable, and are automatically translated into an LLM prompt
(Figure 2B) with the task description, demonstrations in the format
» [example input] => [example output], and a candidate input
for the LLM1 to transform into an output.

Below the existing examples, S������S��� proposes a batch of 5
candidate inputs sampled from the unlabeled dataset, with outputs
computed with the current version of the in-context function (A3),
using the prompt in Figure 2B. Users then verify the candidates and
provide feedback (A3), editing outputs to �x mistakes when needed
(e.g., changing from “Thanksgiving == 2000-11-25” to “Thanksgiv-
ing == 1999-11-25”, A4), and adding or removing examples to the
few-shot examples for in-context learning (A5). In addition to sav-
ing annotation time, LLM-generated outputs help users assess the
quality of the current version of the in-context function. For exam-
ple, if all LLM outputs are correct for a few consecutive batches, it
is likely that the existing few-shot examples cover the patterns in
the unlabeled data, and thus labeling can stop.

The interface is task-agnostic and can be used whenever users
want to learn one-on-one text mapping between text inputs and
outputs. This format is �exible, encompassing both classi�cation
tasks (where the output is just the class name) and generation tasks

1All of our studies and experiments are run on GPT-3 [7], https://beta.openai.com/

Task description

Prompt examplesDetected data phrases

LLM generations

Candidate batches
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examples get transformed into raw text prompts. One set of in-context examples produces multiple prompts depending on
how the examples are ordered; (B) shows a prompt with one possible ordering.

2 THE DESIGN OF SCATTERSHOT
The goal of S������S��� is to help users iteratively �nd and label
high-quality demonstrative examples to build e�ective in-context
functions. In order to be e�ective, a function must be able to handle
common patterns (e.g., the temporal normalization function in
Figure 1 must be able to handle common temporal expressions
such as “today”), without neglecting less common ones (e.g.,
holidays such as “Christmas”). Further, we want the process to be
cost-e�ective, not wasting annotation e�ort on demonstrations
that are redundant with already covered patterns. To achieve these
goals, we design S������S��� to respond to every user interaction
by o�ering assistance in three areas:

• Help the user discover previously unexplored patterns.
In each iteration, S������S��� uses existing demonstrations
and users’ past interactions to cluster the remaining unlabeled
data into task-speci�c slices. Such slices map the input space for
users to explore.

• Help the user prioritize the most informative examples.
S������S��� uses the current in-context function to estimate
the di�culty of slices and examples, prioritizing unexplored
slices or slices and examples where the current function is not
yet performing well. We call this variant of active learning slice-
based sampling.

• Minimize annotation cost. Rather than providing a gold out-
put label from scratch for each example, the user is presented
with the best guess output from the current in-context function
(updated at every step), which they either accept when correct
or edit the incorrect parts.

Wewrap these functionalities with a lightweight interface, where
at each round, users are presented with a batch of unlabeled exam-
ples to be (potentially) added to the set of demonstrations. Thus, at

each round, users get a “picture” of their current in-context func-
tion, and interact with it for improvement. We now detail each one
of these components.

2.1 Interactive Interface
We present S������S��� as an interactive interface, shown in
Figure 2. The interface contains a task description (A1) and existing
in-context examples as demonstrations, presented as input-output
pairs (A2). These pairs are color-encoded based on the text editing
distance, with the spans deleted from the input in red, and the
spans added in green. Both the description and demonstrations
are editable, and are automatically translated into an LLM prompt
(Figure 2B) with the task description, demonstrations in the format
» [example input] => [example output], and a candidate input
for the LLM1 to transform into an output.

Below the existing examples, S������S��� proposes a batch of 5
candidate inputs sampled from the unlabeled dataset, with outputs
computed with the current version of the in-context function (A3),
using the prompt in Figure 2B. Users then verify the candidates and
provide feedback (A3), editing outputs to �x mistakes when needed
(e.g., changing from “Thanksgiving == 2000-11-25” to “Thanksgiv-
ing == 1999-11-25”, A4), and adding or removing examples to the
few-shot examples for in-context learning (A5). In addition to sav-
ing annotation time, LLM-generated outputs help users assess the
quality of the current version of the in-context function. For exam-
ple, if all LLM outputs are correct for a few consecutive batches, it
is likely that the existing few-shot examples cover the patterns in
the unlabeled data, and thus labeling can stop.

The interface is task-agnostic and can be used whenever users
want to learn one-on-one text mapping between text inputs and
outputs. This format is �exible, encompassing both classi�cation
tasks (where the output is just the class name) and generation tasks

1All of our studies and experiments are run on GPT-3 [7], https://beta.openai.com/

Good examples

Bad examples
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Key phrase templates

Input-output pairs, iteration  to 1 i − 1 Key phrases & data slices, iteration i

PRON (Halloween, Thanksgiving) 
DATE (today, Oct. 23, 1999) 
NUM years ago (24 years ago)

Extract key phrases & slices

[Posted: 1998-02-27] nineteen ninety-six in Atlanta 
nineteen ninety-six == 1996 

[Posted: 2000-01-05] Photo: on today . 
today == 2000-01-05 

[Posted: 2000-01-06] He  was plucked on Thanksgiving Day. 
Thanksgiving == 1999-11-25

✓ 
?  
✓

? 
✓  
✗

? 
?  
✗

n=449 
m=10 
k=4 
μ=4.82

✓  
✗ 
?

1

2

3

4

B

A

[Posted: 1998-02-27] Atlanta nineteen ninety-six. 
[Posted: 1989-10-31] It hopes to control 5% of jewelry business 
[Posted: 2013-10-02] 19 - 20 October, Chevron House.

[Posted: 2014-12-25] @viereedom Merry Christmas! 
[Posted: 2014-10-12] HALLOWEEN SHOW FOR HSBC FAMILY… 
[Posted: 2000-01-06] He was plucked on Thanksgiving Day.

[Posted: 2015-03-21] Her last run was 24 years ago 
[Posted: 2014-07-09] Photo: One year ago, #Singapore 
[Posted: 2015-04-20] But it’s already 10 months ago!!

n=113 
m=3 
k=3 
μ=1.14

[Posted: 2015-01-02] Are you going to yoga today? 
[Posted: 2000-01-05] Photo: today. 
[Posted: 2014-10-19] Lunch at Agnes B Cafe yesterday.

n=31 
m=5 
k=1 
μ=3.61

n=19 
m=2 
k=0 
μ=4.34

Scattershot algorithm

Existing prompt examplesA
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Key phrase templates

Input-output pairs, iteration  to 1 i − 1 Key phrases & data slices, iteration i

PRON (Halloween, Thanksgiving) 
DATE (today, Oct. 23, 1999) 
NUM years ago (24 years ago)
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[Posted: 1998-02-27] nineteen ninety-six in Atlanta 
nineteen ninety-six == 1996 

[Posted: 2000-01-05] Photo: on today . 
today == 2000-01-05 
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✓ 
?  
✓

? 
✓  
✗

? 
?  
✗

n=449 
m=10 
k=4 
μ=4.82

✓  
✗ 
?

1

2

3

4

B

A

[Posted: 1998-02-27] Atlanta nineteen ninety-six. 
[Posted: 1989-10-31] It hopes to control 5% of jewelry business 
[Posted: 2013-10-02] 19 - 20 October, Chevron House.

[Posted: 2014-12-25] @viereedom Merry Christmas! 
[Posted: 2014-10-12] HALLOWEEN SHOW FOR HSBC FAMILY… 
[Posted: 2000-01-06] He was plucked on Thanksgiving Day.

[Posted: 2015-03-21] Her last run was 24 years ago 
[Posted: 2014-07-09] Photo: One year ago, #Singapore 
[Posted: 2015-04-20] But it’s already 10 months ago!!

n=113 
m=3 
k=3 
μ=1.14

[Posted: 2015-01-02] Are you going to yoga today? 
[Posted: 2000-01-05] Photo: today. 
[Posted: 2014-10-19] Lunch at Agnes B Cafe yesterday.

n=31 
m=5 
k=1 
μ=3.61

n=19 
m=2 
k=0 
μ=4.34

Key phrase templates

Input-output pairs, iteration  to 1 i − 1 Key phrases & data slices, iteration i

PRON (Halloween, Thanksgiving) 
DATE (today, Oct. 23, 1999) 
NUM years ago (24 years ago)

Extract key phrases & slices

[Posted: 1998-02-27] nineteen ninety-six in Atlanta 
nineteen ninety-six == 1996 

[Posted: 2000-01-05] Photo: on today . 
today == 2000-01-05 

[Posted: 2000-01-06] He  was plucked on Thanksgiving Day. 
Thanksgiving == 1999-11-25

✓ 
?  
✓

? 
✓  
✗

? 
?  
✗

n=449 
m=10 
k=4 
μ=4.82

✓  
✗ 
?

1

2

3

4

B

A

[Posted: 1998-02-27] Atlanta nineteen ninety-six. 
[Posted: 1989-10-31] It hopes to control 5% of jewelry business 
[Posted: 2013-10-02] 19 - 20 October, Chevron House.

[Posted: 2014-12-25] @viereedom Merry Christmas! 
[Posted: 2014-10-12] HALLOWEEN SHOW FOR HSBC FAMILY… 
[Posted: 2000-01-06] He was plucked on Thanksgiving Day.

[Posted: 2015-03-21] Her last run was 24 years ago 
[Posted: 2014-07-09] Photo: One year ago, #Singapore 
[Posted: 2015-04-20] But it’s already 10 months ago!!

n=113 
m=3 
k=3 
μ=1.14

[Posted: 2015-01-02] Are you going to yoga today? 
[Posted: 2000-01-05] Photo: today. 
[Posted: 2014-10-19] Lunch at Agnes B Cafe yesterday.

n=31 
m=5 
k=1 
μ=3.61

n=19 
m=2 
k=0 
μ=4.34

Extract key phrases & slicesB

A

Scattershot algorithm
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Key phrase templates

Input-output pairs, iteration  to 1 i − 1 Key phrases & data slices, iteration i
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[Posted: 2014-07-09] Photo: One year ago, #Singapore 
[Posted: 2015-04-20] But it’s already 10 months ago!!
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A

B
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✗
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[Posted: 1998-02-27] Atlanta nineteen ninety-six. 
[Posted: 1989-10-31] It hopes to control 5% of jewelry business 
[Posted: 2013-10-02] 19 - 20 October, Chevron House.
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[Posted: 2000-01-06] He was plucked on Thanksgiving Day.
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C

Key phrase templates

Input-output pairs, iteration  to 1 i − 1 Key phrases & data slices, iteration i

PRON (Halloween, Thanksgiving) 
DATE (today, Oct. 23, 1999) 
NUM years ago (24 years ago)

Extract key phrases & slices

[Posted: 1998-02-27] nineteen ninety-six in Atlanta 
nineteen ninety-six == 1996 

[Posted: 2000-01-05] Photo: on today . 
today == 2000-01-05 

[Posted: 2000-01-06] He  was plucked on Thanksgiving Day. 
Thanksgiving == 1999-11-25

✓ 
?  
✓

? 
✓  
✗

? 
?  
✗

n=449 
m=10 
k=4 
μ=4.82

✓  
✗ 
?

1

2

3

4

B

A

[Posted: 1998-02-27] Atlanta nineteen ninety-six. 
[Posted: 1989-10-31] It hopes to control 5% of jewelry business 
[Posted: 2013-10-02] 19 - 20 October, Chevron House.

[Posted: 2014-12-25] @viereedom Merry Christmas! 
[Posted: 2014-10-12] HALLOWEEN SHOW FOR HSBC FAMILY… 
[Posted: 2000-01-06] He was plucked on Thanksgiving Day.

[Posted: 2015-03-21] Her last run was 24 years ago 
[Posted: 2014-07-09] Photo: One year ago, #Singapore 
[Posted: 2015-04-20] But it’s already 10 months ago!!

n=113 
m=3 
k=3 
μ=1.14

[Posted: 2015-01-02] Are you going to yoga today? 
[Posted: 2000-01-05] Photo: today. 
[Posted: 2014-10-19] Lunch at Agnes B Cafe yesterday.

n=31 
m=5 
k=1 
μ=3.61

n=19 
m=2 
k=0 
μ=4.34

Extract key phrases & slices

Slice-baed Sampling
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[Posted: 2000-01-06] He  was plucked on Thanksgiving Day. 
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[Posted: 2000-01-06] He was plucked on Thanksgiving Day.
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[Posted: 2014-07-09] Photo: One year ago, #Singapore 
[Posted: 2015-04-20] But it’s already 10 months ago!!

n=113 
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[Posted: 2000-01-05] Photo: today. 
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Input-output pairs, iteration  to 1 i − 1 Key phrases & data slices, iteration i

PRON (Halloween, Thanksgiving) 
DATE (today, Oct. 23, 1999) 
NUM years ago (24 years ago)

Extract key phrases & slices

[Posted: 1998-02-27] nineteen ninety-six in Atlanta 
nineteen ninety-six == 1996 

[Posted: 2000-01-05] Photo: on today . 
today == 2000-01-05 

[Posted: 2000-01-06] He  was plucked on Thanksgiving Day. 
Thanksgiving == 1999-11-25

✓ 
?  
✓

? 
✓  
✗

? 
?  
✗

n=449 
m=10 
k=4 
μ=4.82

✓  
✗ 
?

1

2

3

4

B

A

[Posted: 1998-02-27] Atlanta nineteen ninety-six. 
[Posted: 1989-10-31] It hopes to control 5% of jewelry business 
[Posted: 2013-10-02] 19 - 20 October, Chevron House.

[Posted: 2014-12-25] @viereedom Merry Christmas! 
[Posted: 2014-10-12] HALLOWEEN SHOW FOR HSBC FAMILY… 
[Posted: 2000-01-06] He was plucked on Thanksgiving Day.

[Posted: 2015-03-21] Her last run was 24 years ago 
[Posted: 2014-07-09] Photo: One year ago, #Singapore 
[Posted: 2015-04-20] But it’s already 10 months ago!!

n=113 
m=3 
k=3 
μ=1.14

[Posted: 2015-01-02] Are you going to yoga today? 
[Posted: 2000-01-05] Photo: today. 
[Posted: 2014-10-19] Lunch at Agnes B Cafe yesterday.

n=31 
m=5 
k=1 
μ=3.61

n=19 
m=2 
k=0 
μ=4.34

A

Key phrase templates

Input-output pairs, iteration  to 1 i − 1 Key phrases & data slices, iteration i

PRON (Halloween, Thanksgiving) 
DATE (today, Oct. 23, 1999) 
NUM years ago (24 years ago)

Extract key phrases & slices

[Posted: 1998-02-27] nineteen ninety-six in Atlanta 
nineteen ninety-six == 1996 

[Posted: 2000-01-05] Photo: on today . 
today == 2000-01-05 

[Posted: 2000-01-06] He  was plucked on Thanksgiving Day. 
Thanksgiving == 1999-11-25

✓ 
?  
✓

? 
✓  
✗

? 
?  
✗

n=449 
m=10 
k=4 
μ=4.82

✓  
✗ 
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3

4

B
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[Posted: 1998-02-27] Atlanta nineteen ninety-six. 
[Posted: 1989-10-31] It hopes to control 5% of jewelry business 
[Posted: 2013-10-02] 19 - 20 October, Chevron House.

[Posted: 2014-12-25] @viereedom Merry Christmas! 
[Posted: 2014-10-12] HALLOWEEN SHOW FOR HSBC FAMILY… 
[Posted: 2000-01-06] He was plucked on Thanksgiving Day.

[Posted: 2015-03-21] Her last run was 24 years ago 
[Posted: 2014-07-09] Photo: One year ago, #Singapore 
[Posted: 2015-04-20] But it’s already 10 months ago!!

n=113 
m=3 
k=3 
μ=1.14

[Posted: 2015-01-02] Are you going to yoga today? 
[Posted: 2000-01-05] Photo: today. 
[Posted: 2014-10-19] Lunch at Agnes B Cafe yesterday.

n=31 
m=5 
k=1 
μ=3.61

n=19 
m=2 
k=0 
μ=4.34

C

Key phrase templates

Input-output pairs, iteration  to 1 i − 1 Key phrases & data slices, iteration i

PRON (Halloween, Thanksgiving) 
DATE (today, Oct. 23, 1999) 
NUM years ago (24 years ago)

Extract key phrases & slices

[Posted: 1998-02-27] nineteen ninety-six in Atlanta 
nineteen ninety-six == 1996 

[Posted: 2000-01-05] Photo: on today . 
today == 2000-01-05 

[Posted: 2000-01-06] He  was plucked on Thanksgiving Day. 
Thanksgiving == 1999-11-25

✓ 
?  
✓

? 
✓  
✗

? 
?  
✗

n=449 
m=10 
k=4 
μ=4.82

✓  
✗ 
?

1

2

3

4

B

A

[Posted: 1998-02-27] Atlanta nineteen ninety-six. 
[Posted: 1989-10-31] It hopes to control 5% of jewelry business 
[Posted: 2013-10-02] 19 - 20 October, Chevron House.

[Posted: 2014-12-25] @viereedom Merry Christmas! 
[Posted: 2014-10-12] HALLOWEEN SHOW FOR HSBC FAMILY… 
[Posted: 2000-01-06] He was plucked on Thanksgiving Day.

[Posted: 2015-03-21] Her last run was 24 years ago 
[Posted: 2014-07-09] Photo: One year ago, #Singapore 
[Posted: 2015-04-20] But it’s already 10 months ago!!

n=113 
m=3 
k=3 
μ=1.14

[Posted: 2015-01-02] Are you going to yoga today? 
[Posted: 2000-01-05] Photo: today. 
[Posted: 2014-10-19] Lunch at Agnes B Cafe yesterday.

n=31 
m=5 
k=1 
μ=3.61

n=19 
m=2 
k=0 
μ=4.34

Slice 𝑐 has 𝑛 examples, 𝑚 are labeled in previous iterations. 

Out of 𝑚, the current function is correct on 𝑘. 


Prioritize similar data that has low performance, are large, and slices that have not been sampled many times.

B Extract key phrases & slices

Prioritize sampled examples
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[Posted: 1998-02-27] Atlanta nineteen ninety-six.

●●● nineteen ninety-six == 1996-01  
●●● nineteen ninety-six == 1996 
●●● 1996 == 1996

nineteen ninety-six == 1996

Unanimity voting

Manual inspection

[Posted: 2014-12-25] @viereedom Merry Christmas!

●●● Christmas == 2014-12-25 
●●● Christmas == 2014-12-25  
●●● Christmas == 2014-12-25

Unanimity voting

Manual inspection

✗

✓ 

✓ 
✗

✓ 

✓ EditChristmas == 2014-12-25Keep

BA

We estimate function quality by re-ordering stability.
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Simulation Experiment

Within-subject User Study

1

2

Temporal Expression Extraction

Question-Answer Pair Rewriting

Task & Datasets

! 10 person evaluation

! QA-pair rewriting task

! Simulate the labeling process 
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Table 1: Quantitative results comparing S������S��� with the random baseline on Temporal and QA-pair, averaged over 10
random seeds. S������S��� outperformed the baseline on all metrics. The signi�cant improvements, measured by student’s
t-test are marked with *: ? < 0.05, and **: ? < 0.01.

Conditions Extraction Normalization
F1 Precision Recall F1 Precision Recall

Random 73.2 ± 4.0 74.0 ± 3.8 72.9 ± 4.1 66.8 ± 3.2 67.3 ± 3.3 67.0 ± 3.1
S������S��� 75.0 ± 2.9 75.6± 2.8 74.7 ± 2.9 70.9 ± 3.4** 71.3 ± 3.5* 71.2 ± 3.2**

(a) Temporal

Conditions ROUGE-L BLEU-4

Rule-based 78.4 66.7
Random 74.3 ± 3.9 65.4 ± 3.5

S������S��� 80.0 ± 3.5* 69.1 ± 3.1*
(b) QA-pair

Table 2: Example outputs from transformation functions built in S������S��� and Random condition, and from a rule-based
system [44]. S������S��� functions tend to have better coverage, �uency, and correctness.

Coverage: Transforms more forms of inputs.

Input Q: Are there more girls or boys? A: equal Q: How many hairs does the sheep in front have? A: in�nite
Rule-based 7 (No generation) 7 (No generation)

Random 3 Q: Are the girls and boys equal in number? A: yes 7 N/A
S������S��� 7 Q: Are the girls and boys equal? A: yes 3 Q: Does the sheep in front have in�nite hairs? A: yes

Fluency: Generates outputs that sound natural.

Input Q: What make is the phone? A: vtech Q: What does the woman have on her face? A: headband
Rule-based 7 Q: Make is the phone vtech? A: yes 7 Q: Does the woman have on her face headband? A: yes

Random 3 Q: Is the phone a vtech? A: yes 3 Q: Does the woman have a headband on her face? A: yes
S������S��� 3 Q: Is the phone a vtech? A: yes 3 Q: Does the woman have a headband on her face? A: yes

Correctness: Produces desired outputs (the new question-pair are logically equivalent to the original pair).

Input Q: What monument are they next to? A: unknown Q: What type of motorcycle is in the picture? A: mountain
Rule-based 7 Q: Are they next to unknown? A: yes 7 Q: Is the mountain in the picture ? A: yes

Random 7 Q: Is the monument unknown? A: yes 7 Q: Is the mountain type of motorcycle in the picture ? A: yes
S������S��� 3 Q: Are they next to an unknown monument? A: yes 3 Q: Is the motorcycle in the picture a mountain bike? A: yes

corrects a transformation and adds it to the set; Otherwise, the
oracle user does not perform any action, simulating cases where
the user ignores examples where the current in-context function is
correct.

The process is repeated until one of the following stopping con-
ditions is met: (1) the in-context example set contains more than
40 data points (exceeding the LLM maximum context size), (2) The
oracle user has been presented with 100 examples (i.e. annotation
budget is met), (3) the in-context function provided the correct out-
puts in �ve consecutive iterations, or (4) the in-context function’s
estimated accuracy for all slices of data is � 80%.

We run ten simulation rounds with di�erent random seeds, and
report the (averaged) �nal function performance. We further track
the function improvement trajectory over iterations on three ran-
domly selected simulation rounds, by evaluating the intermediate
in-context functions after every �ve examples are added.

3.3 Results
As Table 1 shows, S������S���’s slice-based sampling outperforms
the baseline on both tasks. In Temporal, S������S��� improves the
�1 for date span extraction by around 2 points, and the normaliza-
tion by 4 points. In QA-pair , S������S��� outperforms Random by

6 points on Rouge-L, and even outperforms the heavily engineered
rule-based system used to label most of the evaluation data, despite
needing 40 or fewer in-context examples. Table 2 shows qualita-
tive examples, where S������S��� outperforms both baselines in
terms of coverage, �uency, and correctness. These results point to
S������S���’s potential on saving human e�orts in creating �ne-
grained functions, alleviating the need for handcrafting templates.

Figure 6 shows the trajectory of the in-context function quality
as the simulated user adds more examples, for three randomly
selected runs. S������S��� dominates the baseline at almost all
points in all runs, with the biggest gaps occurring when the number
of in-context examples is small. We see particular gains at = = 5, i.e.
when the �rst two examples are added to the seed examples. Our
hypothesis (based on qualitative observation) is that S������S���
consistently selects examples that represent patterns not contained
in the seed examples, e.g., negative examples (where the outcome
is N/A) when all seed examples are positive. While S������S���
helps users explore most patterns in the unlabeled data as they
reach higher =, early gains are especially useful in practice when
users have low annotation budgets, e.g., prior work notes users
selecting as few as �ve or ten examples [32, 38].

Temporal QA-Pair

1

The significant improvements, measured by the student’s t-test are marked with *: p<0.05, and **: p<0.01.

Quantitative Results: 


✓Compared with the Random condition, ScatterShot outperformed the 
baseline on all metrics. 



Example outputs

18

Interactive In-context Example Annotation for Text Transformation IUI ’23, 2022, Sydney,Australia

Table 1: Quantitative results comparing S������S��� with the random baseline on Temporal and QA-pair, averaged over 10
random seeds. S������S��� outperformed the baseline on all metrics. The signi�cant improvements, measured by student’s
t-test are marked with *: ? < 0.05, and **: ? < 0.01.

Conditions Extraction Normalization
F1 Precision Recall F1 Precision Recall

Random 73.2 ± 4.0 74.0 ± 3.8 72.9 ± 4.1 66.8 ± 3.2 67.3 ± 3.3 67.0 ± 3.1
S������S��� 75.0 ± 2.9 75.6± 2.8 74.7 ± 2.9 70.9 ± 3.4** 71.3 ± 3.5* 71.2 ± 3.2**

(a) Temporal

Conditions ROUGE-L BLEU-4

Rule-based 78.4 66.7
Random 74.3 ± 3.9 65.4 ± 3.5

S������S��� 80.0 ± 3.5* 69.1 ± 3.1*
(b) QA-pair

Table 2: Example outputs from transformation functions built in S������S��� and Random condition, and from a rule-based
system [44]. S������S��� functions tend to have better coverage, �uency, and correctness.

Coverage: Transforms more forms of inputs.

Input Q: Are there more girls or boys? A: equal Q: How many hairs does the sheep in front have? A: in�nite
Rule-based 7 (No generation) 7 (No generation)

Random 3 Q: Are the girls and boys equal in number? A: yes 7 N/A
S������S��� 7 Q: Are the girls and boys equal? A: yes 3 Q: Does the sheep in front have in�nite hairs? A: yes

Fluency: Generates outputs that sound natural.

Input Q: What make is the phone? A: vtech Q: What does the woman have on her face? A: headband
Rule-based 7 Q: Make is the phone vtech? A: yes 7 Q: Does the woman have on her face headband? A: yes

Random 3 Q: Is the phone a vtech? A: yes 3 Q: Does the woman have a headband on her face? A: yes
S������S��� 3 Q: Is the phone a vtech? A: yes 3 Q: Does the woman have a headband on her face? A: yes

Correctness: Produces desired outputs (the new question-pair are logically equivalent to the original pair).

Input Q: What monument are they next to? A: unknown Q: What type of motorcycle is in the picture? A: mountain
Rule-based 7 Q: Are they next to unknown? A: yes 7 Q: Is the mountain in the picture ? A: yes

Random 7 Q: Is the monument unknown? A: yes 7 Q: Is the mountain type of motorcycle in the picture ? A: yes
S������S��� 3 Q: Are they next to an unknown monument? A: yes 3 Q: Is the motorcycle in the picture a mountain bike? A: yes

corrects a transformation and adds it to the set; Otherwise, the
oracle user does not perform any action, simulating cases where
the user ignores examples where the current in-context function is
correct.

The process is repeated until one of the following stopping con-
ditions is met: (1) the in-context example set contains more than
40 data points (exceeding the LLM maximum context size), (2) The
oracle user has been presented with 100 examples (i.e. annotation
budget is met), (3) the in-context function provided the correct out-
puts in �ve consecutive iterations, or (4) the in-context function’s
estimated accuracy for all slices of data is � 80%.

We run ten simulation rounds with di�erent random seeds, and
report the (averaged) �nal function performance. We further track
the function improvement trajectory over iterations on three ran-
domly selected simulation rounds, by evaluating the intermediate
in-context functions after every �ve examples are added.

3.3 Results
As Table 1 shows, S������S���’s slice-based sampling outperforms
the baseline on both tasks. In Temporal, S������S��� improves the
�1 for date span extraction by around 2 points, and the normaliza-
tion by 4 points. In QA-pair , S������S��� outperforms Random by

6 points on Rouge-L, and even outperforms the heavily engineered
rule-based system used to label most of the evaluation data, despite
needing 40 or fewer in-context examples. Table 2 shows qualita-
tive examples, where S������S��� outperforms both baselines in
terms of coverage, �uency, and correctness. These results point to
S������S���’s potential on saving human e�orts in creating �ne-
grained functions, alleviating the need for handcrafting templates.

Figure 6 shows the trajectory of the in-context function quality
as the simulated user adds more examples, for three randomly
selected runs. S������S��� dominates the baseline at almost all
points in all runs, with the biggest gaps occurring when the number
of in-context examples is small. We see particular gains at = = 5, i.e.
when the �rst two examples are added to the seed examples. Our
hypothesis (based on qualitative observation) is that S������S���
consistently selects examples that represent patterns not contained
in the seed examples, e.g., negative examples (where the outcome
is N/A) when all seed examples are positive. While S������S���
helps users explore most patterns in the unlabeled data as they
reach higher =, early gains are especially useful in practice when
users have low annotation budgets, e.g., prior work notes users
selecting as few as �ve or ten examples [32, 38].

Compared with the Random condition, and a Rule-based system:

ScatterShot functions tend to have better coverage, fluency, and correctness.
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Figure 6: The in-context function performance trajectory, We evaluate the in-context function on the held-out test set every
time we add �ve more examples to the in-context bucket until the stop condition is satis�ed. S������S��� tends to frequently
outperform Random, and tends to have less performance oscillation. Note that the y-axis is di�erent for Temporal and QA-pair.

Finally, we observe that S������S��� is less liable to variance
in quality as more examples are added (e.g. in QA-pair-2, baseline
performance degrades by almost 15 points between = = 20 and = =
30). These results suggest that besides its interface and interactivity
bene�ts, S������S��� can improve in-context learning just by
virtue of its sample selection function. In order to evaluate the
bene�ts to actual humans, we now turn to a user study.

4 USER STUDY
S������S��� sampling is e�ective in simulation, but does it actu-
ally aid humans to articulate their desired functions? We conducted
a within-subject user study to evaluate whether human users can
sense S������S���’s support in exploring the data space.

4.1 Study Design
Task & Participants. We ran a user study on the QA-pair task

using the same dataset as Section 3.1, with a split of 900 unlabeled in-
puts for participants to access, and 100 test examples for evaluating
the in-context functions they built. We recruited ten CS graduate
student participants (4 females, 6 males) on our CSE department
mailing list. Eight of them had previously used GPT-3 and two had
heard about it, but none were familiar with the task or S�������
S���. Each participant spent around 60 minutes in the study.

Settings & Conditions. In order to isolate the e�ect of the dif-
ferent components in S������S���, we have two ablation settings
in addition to our method: (1) Manual, where participants man-
ually craft prompts without any help from S������S���, which
is the de-facto status-quo of practitioners creating their own in-
context learning examples. (2) Random, where participants use the
S������S��� interface with slice-based sampling disabled, i.e., they
review randomly selected examples. This condition still has the ben-
e�t of an interactive interface, and uses the intermediate in-context

functions to suggest outputs and pseudo-label. (3) Sca�erShot,
where participants have access to S������S���, fully featured.

Every participant interacted with every setting in sequence and
in a cumulative manner, i.e., the in-context demonstrations gathered
in one setting carry over to the next, andwemeasured the additional
bene�t of moving to the next setting. We divided the participants
into two groups, such that in one group the sequence is Manual
! Random ! ScatterShot (M-R-S), while in the other it is Manual
! ScatterShot ! Random (M-S-R). M-R-S represents a condition
where participants are gradually exposed to more features, such
that the step-wise gain maps directly to the bene�t of the new
feature, while M-S-R serves as the counterbalanced condition that
combats the learning e�ect and the natural impact of accumulating
examples on function qualities.

Study Procedure. We designed our hour-long study to be self-
contained in a Jupyter Notebook,4 and one of the authors was
present in all studies to ensure that participants understood the
task and to answer any questions.

Participants were �rst introduced to the basic concepts of LLM
(GPT-3), in-context example construction, and the study task. Then,
we randomly assigned the participants to one of the two conditions
(M-R-S or M-S-R), and they completed the task by going through
the three conditions in the assigned order. Participants were not
instructed on the di�erence between ScatterShot and Random, and
were instead told that “these two selection methods are randomly
ordered, and one is not necessarily better than another.”

In each step (setting), participants were told to inspect the inputs
and current function outputs (available in ScatterShot and Random),
�x the erroneous outputs, and add demonstrations (input-output
pairs) to the in-context example bucket if they believed the data

4The full user study instructions, as well as the detailed exit survey, are in https:
//github.com/tongshuangwu/scattershot

We evaluate the held-out test set every time we add five more examples to the in-context bucket 
until the stop condition is satisfied.  

ScatterShot tends to frequently outperform Random, and tends to have better performance 



User Study Performance

20

Manual→Passive
Manual→Active
Passive→Active
Active→Passive

C
o
m
p
ar
is
o
n
s Easier to use More diverse pattern More difficult case Better estimate quality

1 2 3 4 5
Rating

1 2 3 4 5
Rating

1 2 3 4 5
Rating

1 2 3 4 5
Rating

Manual→Passive Manual→Active Passive→Active Active→Passive
Comparisons

Manual→Passive
Manual→Active
Passive→Active
Active→Passive

C
o
m
p
ar
is
o
n
s Easier to use More diverse pattern More difficult case Better estimate quality

1 2 3 4 5
Rating

1 2 3 4 5
Rating

1 2 3 4 5
Rating

1 2 3 4 5
Rating

Manual→Passive Manual→Active Passive→Active Active→Passive
Comparisons

Manual→Passive
Manual→Active
Passive→Active
Active→Passive

C
o
m
p
ar
is
o
n
s Easier to use More diverse pattern More difficult case Better estimate quality

1 2 3 4 5
Rating

1 2 3 4 5
Rating

1 2 3 4 5
Rating

1 2 3 4 5
Rating

Manual→Passive Manual→Active Passive→Active Active→Passive
Comparisons

Manual→Passive
Manual→Active
Passive→Active
Active→Passive

C
o
m
p
ar
is
o
n
s Easier to use More diverse pattern More difficult case Better estimate quality

1 2 3 4 5
Rating

1 2 3 4 5
Rating

1 2 3 4 5
Rating

1 2 3 4 5
Rating

Manual→Passive Manual→Active Passive→Active Active→Passive
Comparisons

Manual→Passive
Manual→Active
Passive→Active
Active→Passive

C
o
m
p
ar
is
o
n
s Easier to use More diverse pattern More difficult case Better estimate quality

1 2 3 4 5
Rating

1 2 3 4 5
Rating

1 2 3 4 5
Rating

1 2 3 4 5
Rating

Manual→Passive Manual→Active Passive→Active Active→Passive
Comparisons

M-P-A M-A-P

Active learning is effective for humans (More holistic view)! 

I went through several rounds of pretty similar examples in Step 2 
(Random), thinking the function is behaving quite decently, and 
didn’t realize the function needed more diverse and edge cases 
until I reached Step 3.

2
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Table 3: The performances of participants’ in-context functions after each step. +/- represents the average performance change
compared to the prior step, whereas the number in the parentheses are the absolute performances.M-R-S participants were
able to keep adding useful examples, whereas M-S-R participants decreased the function performance by 0.6 in Step three
(Sca�erShot!Random), indicating that these e�orts were wasted.

Condition Step 1 Step 2 Step 3

M-R-S / (59.3) +17.4 (74.7) +3.2 (77.8)
M-S-R / (61.8) +18.1 (75.4) -0.4 (74.9)

(a) ROUGE-L

Condition Step 1 ! Step 2 ! Step 3

M-R-S / (63.9) +10.1 (74.0) +3.1 (76.9)
M-S-R / (65.3) +8.9 (74.2) -0.6 (73.6)

(b) BLEU-4

has been corrected.” Two participants in M-S-R noticed that Ran-
dom presented fewer mistakes, but attributed it to the increasing
number of in-context examples (P5: “It’s getting more correct, but
I would expect it given that I have annotated more examples” ). After
we explained the selection methods at the end, some users noted
that understanding the methods would have helped them better
calibrate their estimates of the learned function quality over time.

S������S��� helped participants explore the input space
more holistically, and build better in-context functions. The
perceived data di�culty and diversity encouraged participants to
iterate more on their in-context examples. When looking at the
number of in-context examples added in each setting, participants
added 40% more examples in ScatterShot than Random when Scat-
terShot came after (M-R-S), and 20% fewer examples in Random
when Random came after (M-S-R), i.e., they stopped much earlier
when Random came after ScatterShot. These additional examples
are not only a result of more inspection e�ort (on average, partici-
pants in ScatterShot reviewed 20% more samples), but also that each
batch in ScatterShot was more likely to contain a good in-context
example — participants added 81% of the examples they inspected
in ScatterShot, but only 48% of the examples in Random.

We report the quality of the resulting in-context function on
the held-out set in Table 3, and note that Random!ScatterShot
consistently increases performance, while ScatterShot!Random
consistently decrease performance despite adding more in-context
examples, which is in line with our simulation results.

S������S��� helped participants estimate function qual-
ity and “debug” their example set. As expected, participants
estimated their in-context function quality based on the candi-
date examples they reviewed. For example, P5 (M-S-R) tracked the
function convergence: “I made mental notes on the LLM errors and
hypothesized what types of examples were missing. For example, I
noticed the model was wrong on N/A questions at �rst, but later got
it right.” Participants in M-R-S seemed slightly more satis�ed with
their estimation, with 4.2 ± 0.9 in Manual!Random and then fur-
ther 4.3 ± 0.7 Random!ScatterShot. P7 commented that “Step 2
showed me the function is quite smart on patterns it has already seen
and has high precision, and Step 3 showed me there are more patterns
and it has low recall” . P2 further re�ected that Random’s sampling
“created a false impression of convergence, when the function still had
various blind spots.” The interactive process also helped participants
debug their example sets, e.g., P4 saw big performance drops (4/5
to 1/5 accuracy) on two consecutive batches, which led them to
remove in-context examples that were hurting performance.

Participants in M-S-R gave slightly lower ratings on their esti-
mates. Qualitatively, the fact that ScatterShot prioritized potential
mistakes seemed to discourage users, e.g., P3 noted they were driven
into “an endless blackhole of errors,” after which a round of repet-
itive patterns in Random was hard to make sense of. Once again,
this could have been mitigated by explaining the sampling strategy
to the users, and explicitly displaying the slice accuracy estimates
S������S��� keeps track of.

5 DISCUSSION
In this work, we design a human-LLM collaboration mechanism
in S������S��� to help humans craft diverse and informative in-
context learning examples. By iteratively identifying data slices,
sampling from low-performance or unseen slices, and providing
best-guess outputs for the sampled examples, S������S��� not
only helps the collection of informative in-context examples, but
also supports users in exploring the input space and assessing the
function quality. At its core, S������S��� is built on three concepts:
data slicing and sampling, iterative human-model interaction, and
collaborative human-model labeling. We now discuss challenges
and potential future work for each of these.

Slice-based sampling can increase data space coverage. Our
experiments showed that sampling from diverse and di�cult data
slices improves in-context function performance. Importantly, these
slices cannot be surfaced via clustering on task-agnostic embed-
dings; rather, task-speci�c features should be considered to group
examples, while task-irrelevant noise should be minimized. How-
ever, identifying these task-speci�c features remains a challenge.
While e�ective for our function examples (and many others), key-
phrase and template extraction would not generalize to tasks where
input and output have little syntactic overlap, e.g., English-French
translation, summarization, etc. Future work should look into in-
corporating more general slicing methods, e.g., asking practition-
ers for slicing functions [11, 42, 65], automatically detecting blind
spots [16, 47], etc.

In addition to data slicing, the sampling algorithm also plays a
crucial role in narrowing down the actual slices to sample from. We
adapt the UCB algorithm to prioritize slice size, performance, and
sample rarity, but there are other interesting dimensions that could
be explored. For example, if there are slices that cannot be learned af-
ter several rounds of sampling, UCB may be counterproductive and
create a biased in-context example set that performs worse on other
slices, whereas a strategy that penalized or just “gave up” on those
slices might produce a better overall function. Moreover, we might
want to explore better methods for example ranking within a slice.

M-R-S users were able to keep adding useful examples, 

whereas M-S-R users decreased the function performance by 0.6 in Step 3 
(ScatterShot -> Random), indicating that these efforts were wasted.

+/- : represents the average performance change compared to the prior step, (number) are the absolute performance.

M-R-S: users build in-context functions using methods of “Manual - Random - ScatterShot” in sequence.

M-S-R: users use “Manual - ScatterShot - Random” methods in sequence.

R -> S 
S -> R



What’s more?
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✓ Slice-based sampling can increase data space coverage

✗ Random sampling performs less

✓ Interacting with the latest function for users is essential for in-context 
learning.

✓ Human-AI collaborative labeling for building better functions results in 
better quality and better task definition.



Takeaways
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ScatterShot helps users find informative input examples in the 

unlabeled data, improves the annotator’s awareness and handling of 

diverse patterns, and ultimately, the in-context function performance.



Thank You!

24

Hua Shen
Sherry


Tongshuang Wu
huashen218@psu.edu

@huashen218

sherryw@cs.cmu.edu

@tongshuangwu

Daniel S. Weld Jeffrey Heer Marco Tulio Ribeiro

weld@cs.uw.edu jheer@cs.uw.edu marcotcr@microsoft.com 

The full user study instructions, and the detailed exit survey, are at:

        Github: https: //github.com/tongshuangwu/scattershot 


