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Abstract

Advancements in deep learning have revolutionized AI systems, enabling collaboration between
humans and AI to enhance performance in specific tasks. AI explanations play a crucial role in
aiding human understanding, control, and improvement of AI systems regarding various criteria
such as fairness, safety, and trustworthiness. Despite the proliferation of eXplainable AI (XAI)
approaches, the practical usefulness of AI explanations in human-AI collaborative systems
remains underexplored. This doctoral research aims to evaluate and enhance the usefulness of
AI explanations for humans in practical human-AI collaboration. I break down the research
goal of investigating and improving human-centered useful AI explanations into three research
questions: RQ1: Are cutting-edge AI explanations useful for humans in practice (Part I)? RQ2:
What’s the disparity between AI explanations and practical user demands (Part II)? RQ3: How
to empower useful AI explanations with human-AI interaction (Part III)? We examined the
three research questions by conducting four projects. To answer RQ1, we deployed two real-
world human evaluation studies on analyzing computer vision AI model errors with post-hoc
explanations and simulating NLP AI model predictions with inherent explanations, respectively.
The two studies unveil that, surprisingly, AI explanations are not always useful for humans to
analyze AI predictions in practice. This motivates our research for RQ2 – gaining insights into
disparities between the status quo of AI explanations and practical user needs. By surveying
over 200 AI explanation papers and comparing with summarized real-world user demands,
we observe two dominating findings: i) humans request diverse XAI questions across the AI
pipeline to gain a global view of AI system, whereas existing XAI approaches commonly
display a single AI explanation that can not satisfy diverse XAI user needs; ii) humans are
widely interested in understanding what AI systems can not achieve, which might lead to the
need of interactive AI explanations that enable humans to specify the counterfactual predictions.
In light of these findings, we deeply deem that, instead of designating user demands by XAI
researchers during AI system development, empowering users to communicate with AI systems
for their practical XAI demands is critical to unleashing useful AI explanations (RQ3). To this
end, we developed an interactive XAI system via conversations that improved the usefulness
of AI explanations in terms of human-perceived performance in AI-assisted writing tasks.
Overall, we summarize this doctoral research by discussing the limitations and challenges of
human-centered useful AI explanations.
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Chapter 1 |

Introduction

1.1 Motivation

Deep learning advancements have led to breakthroughs in numerous artificial intelligence
(AI) systems [154, 215, 216]. Therefore, humans collaborate with the superior capability of
AI systems to achieve complementary performance on specific tasks [8, 213]. The complex
applications of human-AI collaborative systems have led to a surge of interest in developing
systems, which are not only optimized for task performance but also require catering to other
vital criteria such as fairness for demographic groups, safety on attacks, human trustworthi-
ness [215, 272], etc. For human-AI collaborative systems, ensuring these auxiliary criteria is of
great importance. However, these auxiliary criteria, unlike the conventional task performance
metrics (e.g., accuracy), are commonly qualitative measures that are difficult to be quantified.
Here is why we need AI interpretability criterion – interpretability per se is not our goal, instead,
AI interpretability is a fallback to be used by humans to gauge the AI model reasoning and
assess the auxiliary measurements [47].

Therefore, a surge of eXplainable AI (XAI) approaches has been developed and validated to
faithfully reflect the model behavior with the automatic metrics such as faithfulness [44, 87]
and be plausible to humans assessed by the metrics like plausibility [11]. However, taking one
step further to fulfill the practical XAI roles, it is still under-explored in terms of how humans
can leverage AI explanations, as the auxiliary criteria, to boost human-AI collaborative systems
in practical applications such as debugging the model or simulating model prediction, etc [63].

In this paper, the overall objective is to evaluate and improve the usefulness of AI
explanations for humans-AI collaborative systems in real-world practice. I break down the
research objective into investigating three research questions:

• RQ1: Are cutting-edge AI explanations useful for humans in practice? (Part I)

• RQ2: What’s the disparity between AI explanation and practical user demands? (Part II)

• RQ3: How to empower useful AI explanation with human-AI interaction? (Part III)

We examined the three research questions by conducting five projects. To answer RQ1
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how to empower useful XAI via interac-
tions? Particularly, we develop two interactive AI explanation systems to improve human [210].

(Fig 1.1
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), we deployed two real-world human evaluation studies on analyzing computer
vision AI model errors with post-hoc explanations [211], and simulating NLP AI model predic-
tions with inherent explanations [214], respectively. The two studies unveil that, surprisingly,
AI explanations are not always useful for humans to analyze AI predictions in practice. This
motivates our research for RQ2 (Fig 1.1
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) – gaining insights into disparities between the
status quo of AI explanations and practical user needs [212]. By surveying over 200 AI explana-
tion papers and comparing them with summarized real-world user demands [138], we observe
two dominating findings: i) humans request diverse XAI questions across the AI pipeline to
gain a global view of AI system, where existing XAI approaches commonly display a single AI
explanation that can not satisfy diverse XAI user needs; ii) humans are widely interested in
understanding what AI systems can not achieve, which might lead to the need for interactive
AI explanations that enable humans to specify counterfactual predictions.

In light of these findings, we deeply deem that, instead of designating user demands by
XAI researchers during AI system development, empowering users to communicate with
AI systems for their practical demands is critical to unleashing useful AI explanations
(RQ3, Fig 1.1
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). To this end, we developed two interactive XAI systems that improved
the usefulness of AI explanations in terms of human-perceived performance in AI-assisted
writing tasks [210] (Fig 1.1
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). Overall, we summarize this doctoral research by discussing
the limitations and challenges of human-centered useful AI explanations.
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1.2 Dissertation Outline

Following the three central themes in the aforementioned section, this thesis consists of three
parts – PART I Human Evaluation on the Usefulness of AI Interpretability, PART II Disparity
Between AI Explanations and Practical User Demands, and PART III Empower Useful AI
Explanations with Human-AI Interactions.

First, I introduce the thesis introduction in Chapter 1 and an overview of AI explanations,
evaluation and usefulness in Chapter 2.

PART I focuses on investigating if AI interpretability can be useful for humans in practice.
We examine the usefulness of existing XAI methods, including both self-explaining models
and post-hoc explanations techniques in diverse AI applications, such as image classification
task in the computer vision domain and text classification tasks in NLP domain. Detailedly,

In Chapter 3, we present an investigation on whether showing visual explanations for
humans helps them understand the model mistakes in image classification tasks [211].

In Chapter 4, we examine self-explaining models of NLP tasks, and conduct human eval-
uations on if and when the model generated rationales are useful for human predic-
tions [214].

PART II further explores the disparities between the status quo of AI explanations and
real-world user demands. Particularly,

In Chapter 5, we surveyed over 200 NLP XAI studies to uncover the gaps between XAI
methods and practical user needs. We then present the potential directions to mitigate
this misalignment [212].

PART III presents the proposed solution to improve human-centered useful interpretability
– conversational AI explanations.

In Chapter 6, to bridge the gap between user demands and existing XAI methods, a con-
versational XAI system is proposed. This system incorporates multiple types of AI
explanations into a unified interface, allowing users to ask various XAI questions through
dialogue. Practical user demands for XAI are identified, and a prototype system called
CONVXAI is developed based on these demands. CONVXAI is evaluated in the context
of scientific writing and proves to be more useful in understanding AI feedback and
improving writing quality compared to traditional GUI-based XAI systems. Insights into
human usage patterns and core ingredients of useful XAI systems are also provided.

I finally conclude the dissertation in Chapter 7.
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1.3 Contributions

The contributions of this thesis are summarized as: i) We provided diverse human evaluations
of state-of-the-art XAI algorithms, which cover both post-hoc explanations and intrinsic
explanations, on a range of computer vision and NLP tasks. ii) We further investigated
the gaps between human demands and current XAI algorithms, and propose reasons and
potential solutions to improve useful interpretability. iii) We are proposing a conversational
AI interpretation system, named CONVXAI, which leverages back-and-forth conversations
between humans and XAI assistants to address various user demands in supporting humans’
scientific writing when collaborating with AI writing models.
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Chapter 2 |

An Overview of AI Interpretability, Evalua-
tion, and Usefulness

2.1 Scope and Definitions

Causal explanation takes the form of

conversation and is thus subject to the

rules of conversation.

Denis J. Hilton

In the realms of philosophy, cognitive science, social psychology, and machine learning, there
exists an extensive body of research investigating AI explanation and interpretability. Prior to
delving further into the thesis, it is imperative to expound upon the scope and definitions of the
studies and terminologies in this dissertation.

Hilton [91] argues that causal explanation is first and foremost a form of social interaction.
One speaks of giving causal explanations, but not attributions, perceptions, comprehensions,
categorizations, or memories. The verb to explain is a three-place predicate: Someone explains
something to someone. With regarding to this, Miller [154] proposes that the solution to
explainable AI is not just “more AI”, instead, it is a human-agent interaction problem [[154],
p. 2]. Particularly, the AI agent could act as the explainer, while the human serves as the
explainee during the human-agent interaction. Furthermore, Hilton [91] argues that explanation
is a conversation, which involves two stages: "the diagnosis of causality in which the explainer
determines why an action/event occurred; and the explanation, which is the social process of
conveying this to someone. The problem is then to “resolve a puzzle in the explainee’s mind
about why the event happened by closing a gap in his or her knowledge” [[91], p. 66].

Despite the prevalent usage of "AI interpretation" and "AI explanation" as interchangeable terms
in prior studies, this thesis proposes a more nuanced distinction between them. Specifically,
"AI interpretation" pertains to the information derived from the AI agent (i.e., explainer) that
discerns the causality underlying its predictions. Conversely, "AI explanation" refers to the
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information intended for human recipients (i.e., explainees) and aims to address knowledge
gaps in their understanding. Prior research and our own investigations [138, 154, 170, 212]
reveal that much of the work in this domain relies on researchers’ intuition to develop a “good
interpretation” rather than a genuinely “helpful explanation” for humans. This observation
serves as the impetus to establish clear terminological distinctions and explore the practical
disparities between what AI agents interpret for their predictions and what humans require to
be explained to bridge their knowledge gap in comprehending AI systems.

2.2 AI Interpretation Techniques

2.2.1 What Do We Explain?

Understanding what to explain is the foundation of further designing better interpretations.
In this section, we discuss (i) interpreting model linguistic phenomena and the reasoning for
NLP models’ decisions. The latter can be roughly divided into the (ii) global and (iii) local
interpretations.

2.2.1.1 Interpret Linguistic Phenomena inside NLP models

When developing NLP models, researchers expect the models to capture linguistic phenomena
as human comprehending languages [200]. Thus many works investigate whether the NLP
models encode the linguistic properties [193, 202].

Interpret static embedding. Earlier work explains the word static embeddings (e.g., Word2Vec [153],
Glove [178]) by mapping distributed vectors to human understandable units (e.g., semantic
concepts [125], sense [25]) [99, 227]. We can either interpreting the word embedding in its
original space, such as explain each coordinate value to specific concepts [173, 206, 230] and
rotating word dimensions to identify phenomena (e.g., embedding bias) [53, 195]. Or we can
map original embedding to an interpretable space, such as semantic concept space, for explana-
tion [202, 205]. Interpret contextual representations. As large pre-trained language models

(e.g., BERT [43], GPT [182]) achieve great success in NLP tasks [55], a growing number of
research investigates their linguistic phenomena [17, 256]. A line of works aim to localize lin-
guistic knowledge inside language models, such as different layers [85, 89, 108, 141, 143, 236]
and different heads [33, 93, 122, 152, 193]. They commonly find that BERT tends to capture
hierarchical linguistic knowledge with lower layer for word order information and higher
layer for task-specific information. Additionally, many works examine what type of linguistic
knowledge is learned [56, 108, 238, 270]. They find that language models might implicitly
learn tree-like structures, capturing linguistic signals from surface to semantic features.
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2.2.1.2 Interpret the Model Behavior as a Whole

A number of works aim to approximate the implicit decision rules of the NLP models for
interpretation. This is considered as a global explanation, which explains model behavior
as a whole [49]. Studies often achieve global explanation by creating interpretable proxy
models (e.g., a deterministic interpretation model [74, 275]) or learning explicit decision
rules to approximate NLP model behavior [81, 166]. A representative work is Anchors [191],
which learns the “If-Then rules” to explain model behavior. In other words, the model will
give expected predictions with high precision when all the conditions in the rules are met.
Furthermore, [261] uses the interpretation trees to explicitly represent the most important global
decision rules contained in the NLP model. Additionally, global explanation can be represented
in various approximate rules, such as syntactic or semantic rules [217, 240] and executable
logical form [167, 204].

2.2.1.3 Interpret Instance-wise Model Prediction

In contrast to the global interpretation, the majority of NLP interpretation methods lie in
generating local interpretation, also named instance-wise interpretation [66]. Here we examine
extracting local interpretations from input instances and from dataset samples. Identifying

evidence within input instance. Given the input instance, this line of work aims to answer what
the model reasoning process is or what part in input instance leads to the specific prediction.
To reason model prediction process, studies often decompose NLP models’ inside information
flow [165, 166] or neurons [38, 45] into interpretable factors [76, 103]. Or they directly
investigate model reasoning process paragraph [189], knowledge base [159], commonsense
causal knowledge [160] or via rules [198] to understand model prediction. To examine what
instance part is responsible for prediction, we often highlight the most informative fraction
as “saliency maps” to show their importance. This is investigated in various NLP tasks like
Summarization [265], Named Entity Recognition [67], Relation or Event Extraction [167,
235], Machine Translation [46, 244], NLI [20, 72], text classification [142, 250], hate speech
classification [247], QA [41, 233] and conversational AI systems [115, 145, 197]. Identifying

responsible samples in datasets. Another subject of local interpretation is to find the most
similar samples the model has “seen” during training stage to account for the given prediction.
Influence function method [121] traces the model’s prediction back to its training data to point
out most responsible examples for the specific prediction. [83] applies influence function to
BERT for NLP tasks, including sentiment analysis and natural language inference (NLI). An
alternative method is representer point selection [263], which is more efficient than influence
function.

2.2.2 Forms of Interpretations

Interpretation can be demonstrated in various formats [79]. We overview the interpretation
forms in the 182 publications in a similar way as that of user types. Figure 2.1 shows the
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statistics. Here, we describe nine forms of interpretations in NLP.

➊ Visualization. The majority of interpretation methods express NLP interpretability using
visualization, including saliency map on text [27] and multimodal interpretation [186]. Saliency
map interpretation means highlighting the sub-sequences in text (e.g., tokens [126, 134, 162] or
sentences [262]) to explain model’s prediction using computed importance scores . Multimodal
interpretation finds visual evidences from VQA related datasets to explain text using image
features [136, 185, 234, 253, 259]. This is partially motivated by human language learning
process using visual pointing [15].

➋ Space Map. Space map interpretation aims to project high-dimensional representations
inside NLP models to human-understandable patterns, such as mapping vectors to decision
boundary space [254] or the 2D space using dimensionality reduction algorithms (e.g., t-
SNE [147], UMAP [150]), then clustering them to find semantic meaning [228].

➌ Free Text. Free text interpretation means using natural language to explain model behavior.
It contains more contextual explanations and is not constrained in input instances [126? ].
Studies usually get free text explanations by human annotation [? ], retrieval [260] or generative
models [137].

➍ Concept or Sense. Concept or sense interpretation converts NLP model representations
into human-interpretable concepts or sense [25, 202]. This is motivated by “explaining high-
level concepts conforms more to human understanding language process thus might be easier
interpretable by human” [119, 209]. The concepts and sense for explanation are obtained
by either pre-defined before interpretation [125, 173, 202] or learning in an unsupervised
manner [274].

➎ Rules and Grammars. Rules and grammars interpretation represents to approximately
explain NLP models by executing a set of rules or grammars [86]. The formats of rules
and grammars range from execution modules [112], logical operators [180], syntactic struc-
tures [217], POS tags [257] and so forth [84, 86, 231].

➏ Tuples, Trees, and Graphs. Tuples, trees and graphs interpretation is commonly adopted
to explain model reasoning process [113, 126, 144]. Tuples depict factor relations in input
texts or explanation graphs [226]. Graphs can represent more complex knowledge relations for
explanation [111, 144, 260]. Trees emphasize on the hierarchical structures for interpreting
model reasoning process [159, 228]. Besides, we find that graphs or trees explanations are
often coupled with visualization or free text to extract key sub-sequences as their nodes of
leaves [28, 261].

➐ Examples and Demonstration. Demonstrating examples means finding the most respon-
sible training samples to explain the specific model prediction. This is motivated by the
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assumption that training data defines the world view of a model and therefore influences its
learning decision [121]. The representative methods of retrieving examples include influence
functions [83, 121], representer point selections [263], cosine similarity ranking [228, 237] and
so forth [94, 110].

➑ Probing Tests. Probing tests aim to check whether the representation in NLP models has
learned specific task skills, such as syntactics [90] and semantics [141]. A set of trending
studies use probing test to check language model (e.g., GloVe [178]) embeddings [56, 108, 256],
machine translation morphology [12], dialogue system skills [199].

➒ Interactive Tools. Above static interpretations can not capture target users’ dynamic
demands. Therefore, a number of studies propose interactive tools for NLP interpretability, such
as explaining NLP models [92, 228, 229] and interpreting NLP tasks interactively [237, 246].

2.2.3 How to Interpret?

The interpretation methods can be categorized into (i) generating inherent interpretations inside
models and (ii) developing post-hoc interpretability for pretrained models [79].

2.2.3.1 Inherent Interpretability

Inherent interpretability represents building self-explaining models to generate interpretations
while making prediction [274]. Studies often leverages attention mechanism or neural network
to generate inherent explanation in various NLP tasks such as text classification [250] and
summarization [265].

Attention-based explanation. There are two contradicting viewpoints on whether attention is
explanation. Some works use attention as the interpretation by positing that “a higher attention
weight implies a greater impact on the model’s prediction” [59, 157, 251]. Besides, studies
discover that attentions do capture linguistic notions [174, 243], and use attention mechanism to
explain NLP models [9, 72, 256]. In contrast, another line of work argues that “attention is not
explanation” [80, 105]. This is supported by empirical studies of correlation between attention
and gradient methods [11, 105], brittleness of perturbing attentions [105] and philosophy
view [80]. Furthermore, some works give modest statement that interpretability of attention
depends on input properties and model design [207, 242].

Model-generated explanation. Other methods add neural network components in NLP
system to generate inherent interpretations while predicting [128, 176, 218]. These studies
are investigated for various NLP tasks such as explaining commonsenseQA task [? ], self-
explaining QA models [112, 114] and dialog systems [144, 145].
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2.2.3.2 Post-hoc Interpretability

The majority of interpretation methods in NLP domain aim to provide post-hoc interpretation
on the pre-trained neural networks. We mainly introduce instance-wise post-hoc interpretations
including perturbation-based, backprop-based, and inner-representation-based methods.

Perturbation-based interpretations aim to generate the interpretations by observing how the
output value changes as input is “erased” [42], “marginalized” [120] or “perturbed” [42]. For
instance, [134] removes the embedding of targeted sub-sequences (e.g., tokens) and observe the
degradation on model log-likelihood of the correct label. [5] develops a causal framework for
explaining Seq2Seq model prediction. Other than perturbing to investigate importance score,
[201] leverages perturbation method to check if the dialogue systems use the conversational
history effectively.

Backprop-based interpretations leverage the back propagation way from outputs back to
inputs to obtain the interpretation [162]. Gradient (or its variant) is commonly used to compute
the importance scores [45, 133]. Besides, [133] applies layer-wise relevance propagation
(LRP) and [76, 165] propose Contextual Decomposition (CD) algorithm to generate local
explanations for NLP models like LSTM.

Inner-representation-based interpretations aim to explain the intermediate-layer repre-
sentation of the NLP model. Particularly, the representative method in this branch is prob-
ing test [3, 75, 238], also named as “auxiliary prediction tasks” [3] or “diagnostic classi-
fiers” [75, 98]. Studies use probing tasks for explaining both embeddings [98] and model hidden
layer representations [57, 199, 217]. Probing tasks can examine both sentence-based [3, 35] as
well as word-based properties [217]. Also, probing tasks can investigate linguistic properties
such as verb tense or part-of-speech [12, 143], and syntactic relationships [89, 238]. However,
it is debating whether the high accuracy of probing classifiers stems from representations or
probe, thus control task is presented to mitigate this issue [88].

2.3 Evaluation on AI Interpretability

Although many interpretations have been proposed, how to evaluate interpretation is still a
challenging problem. Here we examine NLP interpretability evaluation from both model (i.e.,
“faithfulness” [101]) and human (i.e., “plausibility” [157]) perspectives.

2.3.1 Faithfulness to Models

Faithfulness metric captures how accurately the interpretation can reflect model behavior [87,
251]. A common philosophy of evaluation faithfulness, borrowed from image interpretation, is
to compute smallest sufficient region (i.e., the smallest instance region that supports a correct
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Figure 2.1: The taxonomy of evaluating AI explanations.

prediction) or smallest destroying region (i.e., the smallest instance region that when removed,
converts to an incorrect prediction) [36, 65].

Similarly in NLP tasks, [44] proposes two corresponding faithfulness metrics as “sufficiency”
and “comprehensiveness”. Particularly, “sufficiency” measures when only keeping important
tokens for prediction, how model confidence on correct label drops (i.e., lower the better);
“comprehensiveness” examines when removing important tokens, how corresponding model
confidence degrades (i.e., higher the better). A number of studies adopts faithfulness metrics to
evaluate their interpretation methods on NLP tasks like QA and VQA [62], visual [252] and
text reasoning tasks [82]. As an alternative method, [45] computes the ablation score for the
interpreted sub-sequences, and conducts the Pearson correlation between the ablation scores
and interpretation scores to check its faithfulness.

2.3.2 Plausibility to Humans

Plausibility metric examines how convincing the interpretation is to humans [101]. Nevertheless,
compared with faithfulness, plausibility gets much less concern [11, 42].

A feasible metric to measure plausibility is “human rationales alignment” evaluation, which
compares how much the model’s explanation is well agreed with human’s rationales [273].
Based on whether the interpretation and human rationales are discrete selection or continuous
score, this metric is divided into “hard-alignment” and “soft-alignment” evaluation, respec-
tive [44]. Hard-alignment metric measures overlapping degree between machine-generated
interpretations and human rationales, such as using Intersection-Over-Union (IOU) score [44].
Soft-alignment metric compares the two vectors of interpretation and human rationale using
similarity or correlation methods [168]. For instance, [40] introduces a human attention dataset
for VQA task. It further quantitatively measures the human and machine attentions via rank-
order correlation. [204] conducts a similar work on text classification task, which introduces a
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set of similarity metrics (e.g., PairwiseSim). Besides, Area Under the Precision-Recall curve
(AUPRC) is adopted by [44] to obtain the evaluation. However, these alignment metrics rely
on the ground truth of human rationales, which are often lacking in practice. Therefore, more
human involved evaluation protocols are needed to mitigate this issue, such as designing word
intrusion test [230], simulatability test [86] or model-user interaction [59, 204] for evaluating
explanation.

Overall, there is a lack of studies on how automatic metrics correlate to human evalua-
tion [273]. Although [168] shows several automatic measures moderately correlate with human
evaluators’ accuracy, more comprehensive studies are needed for connecting faithfulness and
plausibility related measures.

2.4 Challenges on Useful AI Explanations for Humans

[1] categorizes interpretation utilities as justifying, controlling, improving and discovering. We
review interpretation utility, from human-centered perspective, to see how NLP interpretability
impacts human and how human-generated interpretations boost NLP models.

2.4.1 Boost the Performance of AI Models

Many works use human-generated interpretations to augment NLP models. The majority studies
aim to use “human annotated rationales” as augmented data other than labels to train better
models [266]. For instance, [126] and [51] build datasets, which incorporate natural language
or selected sub-sequences explanations, for various NLP tasks such as relation extraction and
text classification. However, leveraging natural language (NL) explanations for improving
models meets challenging: NL explanations are unstructured which need further semantic
extraction and they often involve linguistic variants [249]. To remedy, NL explanations are
converted to executable logical forms [249] or programmatic labeling functions [84] before
generating augmented data.

Interpretations are also used in debugging NLP model mistakes and debiasing NLP repre-
sentations. For instance, [123] proposes Explanatory Debugging approach on text classification
tasks. It allows users to provide any correction feedback after viewing interpretations. Sim-
ilarly, [171] presents Pandora, a set of hybrid human-machine methods to describe, explain
and characterize image captioning system failures. Besides, since NLP models show potential
bias stemmed from large data corpus, such as gender [16], racial [69] and religious bias [148],
studies also leverage interpretation to detect bias [17, 53]. For example, [5] proposes an inter-
pretation method to explain causally related input-output tokens. Then it is used to diagnose
biased translations in machine translation systems.
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2.4.2 Make an Impact on Humans

Interpretation methods are widely motivated by improving human understanding [211], simu-
latability [191], trust [41, 223] and human task performance [31]. However, whether interpre-
tations indeed make these impacts on human is less investigated.

[223] conducts human studies on evaluating several human perception metrics on NLP
interpretations, which include trustworthiness, comprehension, accuracy, feedback importance
and so on. [86] measures human simulatability by showing human only input and its explanation
and ask human to its predict model output. [60] propose an interpretation evaluation method
on domain experts participated task (i.e., Quizbowl), in which it designs a human-computer
cooperative game to measure how much the interpretation can effectively improve human
performance. [73] investigates the explanation impacts on the annotation quality and the
annotators’ experience in a human-in-the-loop active learning setting. It conducts empirical
study comparing the model learning outcome, human feedback content and annotator experience
with/without explanation.

Nevertheless, several existing studies show negative impacts of model interpretations on
human performance. Evaluated on email classification tasks, [223] finds that when model
quality is low (i.e., with accuracy as 76.5%), highlighting important words for interpretations
reduces human trust and acceptance and increases frustration. With higher quality model (i.e.,
94.4% accuracy), explanations increased human understanding. Similarly, by evaluating five
explanation methods on human simulation tests of text and tabular data, [86] finds only LIME
for tabular data and the proposed Prototype method improve human simulatability. While only
a few NLP works exist in this area, some human studies in visual interpretations also show
negative effects [31, 211].
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Part I

Human Evaluation on the Usefulness
of AI Interpretability
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Chapter 3 |

Human Evaluations on AI Error Analysis Us-
ing Post-hoc Interpretations

3.1 Introduction

Explaining to users why automated systems make certain mistakes is important. As deep
neural network technologies achieve higher performance, they have been applied to important
domains, influencing important decisions in healthcare, transportation, and education. However,
due to the non-linear, complicated structures of neural models, the high performance of
deep neural networks is achieved at the cost of interpretability. In response, researchers
have proposed ways to explain the inner workings of deep neural networks by automatically
producing interpretations [151, 190, 203]. Such machine-generated interpretations help
various stakeholders [229]: researchers, who develop new deep-learning architectures; machine-
learning engineers, who train and optimize existing networks; product engineers, who apply
general-purpose pre-trained networks to various tasks; and the general users, who want to
understand system outputs [32, 203, 222]. This paper focuses on the end users – who may not
understand the mechanism of the underlying deep neural networks, but are most influenced by
their outputs – to investigate whether machine-generated interpretations can help users make
sense of errors made by algorithms.

We use the image-classification task as our test bed. Neural image classifiers generate
interpretations through two approaches: designing proxies, which are inherently interpretable
(e.g., decision tree), to substitute the black-box deep neural networks [151]; or generating
post-hoc interpretations outside the deep neural network workflow [203], which is where our
work will focus. Most post-hoc interpretations are in the form of instance-wise interpretation –
for example, saliency maps of input images. A saliency map highlights the most informative
region of the image with respect to its classification label, unveiling post-hoc evidence of
the neural network prediction. This line of work was in part motivated by the need of “end
users” [50, 170], “non-expert users” [190], or “untrained users” [203], and the generated
interpretations were often evaluated by how much they could boost users’ trust of deep neural
networks. However, it is still unclear how useful these interpretations are in helping users make
sense of automated system errors.
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The need for interpretability arises due to Incompleteness in the problem formalization,
making it difficult to make further judgements or optimizations [48]. When a user observed
a few cases where the automated system incorrectly labeled his/her images, it was difficult
for the user to decide what to do. Did the errors occur because the system’s accuracy level
is low? If so, should the user switch to another system? Are the images too complicated for
computers, in which case users should not expect reliable image labels? Did the underlying
algorithms have biases that worsened with certain types of images? We argue that errors expose
existing incompleteness in the problem formalization, requiring users to seek interpretations.
Namely, an important use case of interpretations is to help users figure out what is going on
when they get certain errors. Researchers have proposed evaluations to assess how much an
interpretation reflects the model’s behavior (also known as “fidelity”) [151] or boosts users’
trust in automated systems [190, 203]. However, it is unclear how useful these interpretations
are in helping users figure out why they are getting an error.

This paper introduces a method that uses crowd workers from Amazon Mechanical Turk
(MTurk) to directly evaluate the usefulness of interpretations in helping users to reason about
the errors of deep neural networks1. Figure 3.1 overviews the workflow. In this task, each
worker is presented with an image and told that the deep neural network incorrectly predicted
its label. The worker may also be presented with a set of interpretations (e.g., saliency maps)
that explain how the deep neural network “perceives” this image and makes the final prediction.
The worker is then asked to guess the incorrectly predicted label from five options, four of
them being distractors. If an interpretation effectively explains how the underlying deep neural
network model works to users, the people who were presented with the interpretation should be
better at predicting the model’s outputs than those who were not.

This paper tried to answer two research questions: First (RQ1), do machine-generated visual
interpretations help human users better identify predicted labels? Second (RQ2), when do (and
when do not) the visual interpretations help?

3.2 Related Work

3.2.1 Interpretation Methods

Our work focuses on post-hoc interpretations. These methods generate saliency maps to indicate
where the neural networks “look” in the images for their predictions’ evidence. Existing
methods can be categorized into four lines: Backprop-Based: computes the gradient (or
variants) of the neural network output to score the importance of each input pixel, such as
SmoothGrad [221]; Representation-Based: uses the feature maps at intermediate layer of
neural networks to generate saliency maps, like GradCAM [203]; Meta-Model-Based: trains
a meta-model to predict the saliency map for any given input in a single feed-forward pass,
such as RTS [37]; Perturbation-Based: finds the saliency map by perturbing the input with

1The code and interface are available via GitHub:
https://github.com/huashen218/GuessWrongLabel
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Figure 3.1: The workflow of “Guessing the Incorrectly Predicted Label” task. Each worker is
presented with an image and told that the deep neural network incorrectly predicted its label
(Step 1). The worker may also be presented with visual interpretations (Step 2). The worker
is then asked to guess the incorrectly predicted label (“Carousel” in this example) from five
options, four of them being distractors (Step 3). If an interpretation effectively explains how
the underlying deep neural network model works to users, the people who were presented with
the interpretation should be better at predicting the model’s outputs.

minimum intervention and observing the change in model prediction, like ExtremalPerturb [64]
and SHAP [146]

3.2.2 Evaluating Interpretations

Evaluating the effectiveness of interpretations is critical in practice. Existing evaluations answer
two questions: whether the interpretations genuinely reflect neural network behavior [2], and
whether the interpretations are useful for users. To answer the latter question, a set of metrics
are proposed to involve human evaluation. For instance, trust assessment and user satisfaction
is verified in [222] by surveying general users. Mental model evaluations designed by [19]
and [32] measure whether general users can understand and predict model outputs. [61]
creates a human-computer cooperative task to measure how much interpretation improves
human performance. However, more study is needed to investigate how general users perceive
and predict neural networks’ failure cases, which is of vital importance in building trust and
correcting model behavior.

3.2.3 Human-AI Collaboration

Although human computation has traditionally played a data annotation role in deep learning
systems, there is increasing interest in incorporating it into diverse stages of human-AI hybrid
systems [170]. Due to its goal of building human understanding and trust in black-box neural
networks, interpretation is inherently a human-centric problem. Related efforts involve human
perception of different types of interpretation representations in visual interfaces [196], etc.
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3.3 Method

3.3.1 Human Study Design

We used a deep neural network to label images and employed several interpreters to generate
visual interpretations for the images. We showed each image the deep neural network had
labeled incorrectly to a group of online crowd workers and asked them to guess which images
the deep neural network had mistakenly labelled. Only the workers in the control group were
presented with the visual interpretations. We detail the procedure of the study in this section.

Step 1: Labeling Images We trained an image classifier on ImageNet dataset, with its
TOP-1 accuracy reaching 78.67% [258]. We randomly selected images whose labels were
incorrectly identified by the classifier.

Step 2: Generating Instance-Wise Interpretations For each image in the misclassified
subset, we used three existing interpreters – i.e., input perturbation [64], intermediate feature
extraction [203], and output backpropagation [221] – to explain three aspects of this image.
Input perturbation interpretation (column 2-4 in Figure 3.2) observes how the output
value changes as input is “deleted” in different sub-regions. We used ExtremalPerturb, which
aims to find a small pixel subset that, when preserved, are sufficient to keep model output
stable. Moreover, ExtremalPerturb allows researchers to explicitly constrain the percentage
of preserved pixels. We provided three levels of percentage: a = {20%, 40%, and 50%}.
Inter-Feature extraction interpretation (column 5 in Figure 3.2) looks at intermediate
layers of the neural network to indicate the discriminative image regions used by the model
for prediction. We used GradCAM, which extracts the gradient information flowing into the
last convolutional layers, to explain the importance of each pixel. Output backpropagation
interpretation (column 6 in Figure 3.2) leverages backpropagation to track information from
the model’s output back to its input to generate the saliency map. We used SmoothGrad, which
samples similar images by adding noise to the original image and using the average of the
resulting heatmaps to obtain the final interpretation. We eventually generated (i) three saliency
maps from input perturbation view with 20%, 40% and 50% percentages respectively, (ii) one
saliency map from intermediate feature extraction view, and (iii) one saliency map from the
output backpropagation view.

Step 3: Having Crowd Workers Guess the Incorrectly Predicted Label Next, we
recruited crowd workers on MTurk to complete tasks2. The workers were shown the image
and its correct label, and were informed that “a computer algorithm misidentified this image
as something else.” Only the workers in the control group, as shown in Figure 3.1, were
presented with the visual interpretations. On the interface, we explained that the visual
interpretations are “visualizations that try to show how the algorithm sees this image,” and
provided comprehensive descriptions for each interpretation. For example, we explained “input

2Each Human Intelligence Task (HIT) contained one image, and multiple workers were recruited to answer
the question. The price of a HIT is $0.05. Four built-in MTurk qualifications are used: Locale (US Only), HIT
Approval Rate (≥98%), Number of Approved HITs (≥3000), and the Adult Content Qualification.
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Figure 3.2: Examples of five types of errors in image classification. The visual interpretations
are generated by three existing interpreters (see “Step 2” in the Method section.)

perturbation interpretation” with a 20% mask (column 2 in Figure 3.2) as “We only allow the
algorithm to see 20% of the image and ask the algorithm to choose which 20% is the most
important region. The black mask blocks the regions the algorithm pays less attention to.” The
workers are then asked to guess the incorrectly predicted label from five options. One of the
options was the incorrect label predicted by the deep neural network model, and the remaining
four were randomly selected from the whole label set of ImageNet (i.e., 1,000 labels), excluding
the correct gold-standard label.

The assumption is that if the visual interpretations effectively explain how the deep neural
network works, the workers who were presented with the interpretations should distinguish the
predicted label better than those who were not. Humans alone are sufficient to guess the correct
label, but it requires workers to take the mechanism of deep neural networks into account to
guess the incorrect label predicted by deep neural networks. MTurk workers are appropriate
participants because they represent general users who do not necessarily understand deep neural
network models nor are trained for reasoning about these models’ errors.
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3.3.2 Usefulness of Fine-grained Model Error Cases

To inspect usefulness of interpretation in fine-grained model failure scenarios (RQ2), we further
manually categorized the model error cases and check the explanations’ usefulness for each
case. Particularly, the authors inspected 1,000 misclassified images and categorized them into
five types of errors (Figure 3.2), in part based on the literature [6].

1. Local Character Inference (C1): The model arrives at wrong prediction by looking
at only part of the object. For instance, in Figure 3.2(C1), the error might be due to the
model partially capturing the restaurant dome, which looks similar to the canopy of a
pulled rickshaw.

2. Multiple Objects Selection (C2): For images with multiple objects, the model makes a
prediction by choosing another object rather than the labeled one, as in Figure 3.2(C2).

3. Similar Appearance Inference (C3): The model misclassifies the object in the image
into another class with a similar appearance, as shown in Figure 3.2(C3).

4. Correlation Learning (C4): The model exploits correlational relationships in training
data to apply an incorrect label to the image. For example, in Figure 3.2(C4), the model
predicts a “shower curtain” by identifying the bathroom context, even if no curtain is in
the image.

5. Incorrect Gold-Standard Labels (C5): The true label of the images might be incorrect
in the ImageNet. Figure 3.2(C5) shows an example.

3.4 Experimental Results

3.4.1 Experiment 1: Testing Two Conditions in the Same Batch of
HITs

Experiment 1 had two conditions: [Interpretation] (i.e., [Int]) and [No-Interpretation] (i.e.,
[No-Int]). The only difference is that HITs in the [No-Int] group do not show the interpretations
to workers in interfaces. We evenly divided 200 randomly selected image samples into two
groups. We posted these 200 images in a same batch of HITs at the same time on MTurk, where
each HIT recruits nine different workers. A total of 1,800 submissions (900 submissions in
each condition) were contributed by 41 workers in [Int] and 40 workers in [No-Int] conditions
respectively. We did not control the workers’ participation, so a worker could participate in
both groups. Thirty-six out of 45 workers participated in both conditions.

Surprisingly, in Experiment 1, showing the workers machine-generated visual inter-
pretations reduced their average accuracy in guessing the incorrectly predicted labels.
We calculated the accuracy as the percentage of correctly inferring the classifier’s prediction
among all 900 submissions in each condition. The accuracy collected in [Int] was 0.73, while
the accuracy in [No-Int] was 0.81. The difference was statistically significant (unpaired t-test,
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C1 C2 C3 C4 C5 Overall

Int 0.77 0.83 0.71 0.54 0.71 0.73
#images 29 23 28 15 5 100

No-Int 0.76 0.77 **0.87 **0.75 0.78 *0.81
#images 25 10 47 12 6 100

Table 3.1: Results of Experiment 1. Showing the workers machine-generated visual interpreta-
tions reduced their average accuracy in guessing the incorrectly predicted labels. (Unpaired
t-test. *: p<0.05, **: p<0.01.)

p<0.05, N=100). Based on the results, the machine-generated interpretation did not help, but
instead hurt, the workers’ ability to guess the incorrectly predicted labels. The by-category
analysis (Table 3.1) shows that displaying interpretations significantly lowers human accuracy
in cases where the errors were probably caused by similar appearances between items (C3) or
by mistakenly learning from the background or scenes of the image (C4).

3.4.2 Experiment 2: Testing with Two None Overlapping Sets of
Workers

Experiment 2 was controlled more strictly. We randomly selected another 200 images (different
from those used in Experiment 1), and used the same photo in both [Int] and [No-Int] conditions.
We used custom MTurk qualifications to control the participants: workers who participated in
one condition could not accept HITs in the other condition. We recruited 10 different workers
for each image, in which five workers were in the [Int] group and the other five were in the
[No-Int] group. A total of 2,000 submissions (with 1,000 submissions in each condition) were
collected, contributed by 42 workers in the [Int] condition and 63 workers in the [No-Int]
condition respectively.

In Experiment 2, the machine-generated visual interpretation again reduced the average
human accuracy in inferring model misclassification (Table 3.2.) The accuracy of [Int]
was 0.63, whereas accuracy in [No-Int] condition was 0.73. The difference was again statis-
tically significant (paired t-test, p<0.01, N=200). On average, humans do not benefit from
interpretations when inferring incorrect predictions in image classification tasks. Similarly to
Experiment 1, the by-category analysis showed that displaying interpretations significantly
lowers human accuracy in C3 and C4 (Table 3.2) errors. We also noticed that the accuracy for
C1 and C2 images increased in both experiments when showing visual interpretations, although
the differences were not statistically significant.

21



C1 C2 C3 C4 C5 Overall

Int 0.57 0.74 0.66 0.41 0.67 0.63
No-Int 0.52 0.71 **0.84 *0.59 0.77 **0.73
#images 44 20 112 18 6 200

Table 3.2: Results of Experiment 2. The machine-generated visual interpretation again reduced
the average human accuracy in inferring model misclassification. (Paired t-test. *: p<0.05, **:
p<0.01.)

3.5 Discussion

Our experiments showed that, in the case of image classification, machine-generated visual
interpretations are not necessarily useful in helping users understand deep neural network
failures. It could even be harmful, as in the cases where the errors were probably caused by
similar appearances between items (C3) or by mistakenly learning from the background or
scenes of the images (C4). System designers should use caution when displaying machine-
generated interpretations to users.

3.5.1 Why it did not help?

More research is required to discover why showing interpretations was ineffective. Here,
we submit several of our hypotheses with the goal of helping future explorations. First, the
interpreters are not good enough to help humans. The representational power – including the
correctness, sensitivity, etc., of the interpretation model – might not be sufficient to augment
human reasoning about errors. Although machine-generated interpretations captured some
of the deep neural network’s behaviors, it may not be good enough to help humans. Second,
the format is insufficient. The saliency maps may not be the most efficient format to convey
information to humans. For example, when a saliency maps model changes an inner parameter,
this change might not be obvious enough to be noticeable by humans, but could still affect the
final predictions. Third, the interpreters may work poorly in cases where the image classifier
failed.

3.5.2 Limitations

We are aware that this work has several limitations. First, the sample size was relatively
small. Given that classifiers incorrectly labelled more than 10,000 images in the ImageNet
validation set alone, 200 images are relatively small portion of the data. Second, we only tested
three particular types of interpretations, and also presented the interpretations together on the
same page. This experimental setup introduces the possibility of missing out on the “best”
interpretations, or different interpretations might affect each other and reduce their effectiveness.
Third, we recruited MTurk workers with certain qualifications to simulate general users. It is
difficult to eliminate data noise stemmed from workers’ misunderstanding or incognizance
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of images or options. Finally, we only tested visual interpretations for image classifiers. It
requires more research to study if similar effects could be generalized to other tasks.

3.6 Conclusion

The goal of this study was to evaluate the usefulness of machine-generated visual interpretations
for general users’ reasoning about model errors. To this end, we utilized the “guess incorrectly
predicted labels” task to examine the usefulness of visual interpretations. Our two sets of
control experiments, with 3,800 submissions contributed by 150 online crowd workers, suggest
that showing the interpretations does not increase, but rather decreases, the average accuracy of
human guesses by roughly 10%.
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Chapter 4 |

Human Evaluations on Simulating AI Predic-
tions with Intrinsic Interpretations

4.1 Introduction

While neural networks have recently led to large improvements in NLP, most of the models make
predictions in a black-box manner, making them indecipherable and untrustworthy to human
users. In an attempt to faithfully explain model decisions to humans, various work has looked
into extracting rationales from text inputs [106, 176], with rationale defined as the “shortest
yet sufficient subset of input to predict the same label” [10, 128]. The underlying assumption
is two-fold: (1) by retaining the label, we are extracting the texts used by predictors [106];
and (2) short rationales are more readable and intuitive for end-users, and thus preferred for
human understanding [241]. Importantly, prior work has knowingly traded off some amount of
model performance to achieve the shortest possible rationales. For example, when using less
than 50% of text as rationales for predictions, Paranjape et al. [176] achieved an accuracy of
84.0% (compared to 91.0% if using the full text). However, the assumption that the shortest
rationales have better human interpretability has not been validated by human studies [212].
Moreover, when the rationale is too short, the model has much higher chance of missing the
main point in the full text. In Figure 4.1A, although the model can make the correct positive
prediction when using only 20% of the text, it relies on a particular adjective, “life-affirming,”
which is seemingly positive but does not reflect the author’s sentiment. These rationales may
be confusing when presented to end-users.

In this work, we ask: Are shortest rationales really the best for human understanding? To
answer the question, we first design LIMITEDINK1, a self-explaining model that flexibly extracts
rationales at any target length (Figure 4.1A). LIMITEDINK allows us to control and compare
rationales of varying lengths on input documents. Besides controls on rationale length, we
also design LIMITEDINK’s sampling process and objective function to be context-aware (i.e.,
rank words based on surrounding context rather than individually, Figure 4.1B2) and coherent
(i.e., prioritize continuous phrases over discrete tokens, Figure 4.1C2). Compared to existing

1Find open-source code at: https://github.com/huashen218/LimitedInk.git
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Figure 4.1: LIMITEDINK’s rationale generation with length control: (A) control rationale
generation with different lengths; (B) incorporating contextual information into rationale
generation; (C) regularizing continuous rationale for human interpretability. Examples use the
SST dataset for sentiment analysis [224].

baselines (e.g., Sparse-IB ), LIMITEDINK achieves compatible end-task performance and
alignment with human annotations on the ERASER [44] benchmark, which means it can
represent recent class of self-explaining models.

We use LIMITEDINK to conduct user studies to investigate the effect of rationale length on
human understanding. Specifically, we ask MTurk participants to predict document sentiment
polarities based on only LIMITEDINK-extracted rationales. By contrasting rationales at five
different length levels, we find that shortest rationales are largely not the best for human
understanding. In fact, humans do not perform better prediction accuracy and confidence better
than using randomly masked texts when rationales are too short (e.g., 10% of input texts). In
summary, this work encourages a rethinking of self-explaining methods to find the right balance
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Method Movies BoolQ Evidence Inference MultiRC FEVER
Task P R F1 Task P R F1 Task P R F1 Task P R F1 Task P R F1

Full-Text .91 - - - .47 - - - .48 - - - .67 - - - .89 - - -

Sparse-N .79 .18 .36 .24 .43 .12 .10 .11 .39 .02 .14 .03 .60 .14 .35 .20 .83 .35 .49 .41
Sparse-C .82 .17 .36 .23 .44 .15 .11 .13 .41 .03 .15 .05 .62 .15 .41 .22 .83 .35 .52 .42
Sparse-IB .84 .21 .42 .28 .46 .17 .15 .15 .43 .04 .21 .07 .62 .20 .33 .25 .85 .37 .50 .43

LIMITEDINK .90 .26 .50 .34 .56 .13 .17 .15 .50 .04 .27 .07 .67 .22 .40 .28 .90 .28 .67 .39
Length Level 50% 30% 50% 50% 40%

Table 4.1: LIMITEDINK performs compatible with baselines in terms of end-task performance
(Task, weighted average F1) and human annotated rationale agreement (Precision, Recall, F1).
All results are on test sets and are averaged across five random seeds. For LIMITEDINK, we
report results for the best performing length level.

between brevity and sufficiency.

4.2 LIMITEDINK

4.2.1 Self-Explaining Model Definition

We start by describing typical self-explaining methods [10, 128, 176]. Consider a text clas-
sification dataset containing each document input as a tuple (x, y). Each input x includes n
features (e.g., sentences or tokens) as x = [x1, x2, ..., xn], and y is the prediction.

The model typically consists of an identifier idn(·) to derive a boolean mask m =
[m1,m2, ...,mn], where mi ∈ {1, 0} indicates whether feature xi is in the rationale or not. Note
that the mask m is typically a binary selection from the identifier’s probability distribution, i.e.,
m ∼ idn(x). Then it extracts rationales z by z = m ⊙ x, and further leverages a classifier
cls(·) to make a prediction y based on the identified rationales as y = cls(z). The optimization
objective is:

min
θidn,θcls

Ez∼idn(x)L(cls(z), y)︸ ︷︷ ︸
sufficient prediction

+ λΩ(m)︸ ︷︷ ︸
regularization (4.1)

where θidn and θcls are trainable parameters of identifier and classifier. Ω(m) is the regulariza-
tion function on mask and λ is the hyperparameter.

4.2.2 Generating Length Controllable Rationales with Contextual
Information

We next elaborate on the definition and method of controlling rationale length in LIMITEDINK

Assuming that the rationale length is k as prior knowledge, we enforce the generated boolean
mask to sum up to k as k =

∑n
i=1(mi), where m = idn(x, k). Existing self-explaining
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methods commonly solve this by sampling from a Bernoulli distribution over input features,
thus generating each mask element mi independently conditioned on each input feature xi [176].
For example, in Figure 4.1B1), “life affirming” is selected independent of the negation context
“not” before it, which contradicts with the author’s intention. However, these methods potentially
neglect the contextual input information. We leverage the concrete relaxation of subset sampling
technique [29] to incorporate contextual information into rationale generation process (see
Figure 4.1B2), where we aim to select the top-k important features over all n features in input
x via Gumbel-Softmax Sampling (i.e., applying the Gumbel-softmax trick to approximate
weighted subset sampling process). To further guarantee precise rationale length control,
we deploy the vector and sort regularization on mask m [64]. See more model details in
Appendix A.0.1.

4.2.3 Regularizing Rationale Continuity

To further enforce coherent rationale for human interpretability, we employ the Fused Lasso to
encourage continuity property [10, 106]. The final mask regularization is:

Ω(m) = λ1

n∑
i=1

|mi −mi−1|︸ ︷︷ ︸
Continuity

+λ2 ∥ vecsort (m)− m̂∥︸ ︷︷ ︸
Length Control

(4.2)

For BERT-based models, which use subword-based tokenization algorithms (e.g., Word-
Piece), we assign each token’s importance score as its sub-tokens’ maximum score to extract
rationales during model inference (see Figure 4.1C).

4.3 Model Performance Evaluation

We first validate LIMITEDINK on two common rationale evaluation metrics, including end-task
performance and human annotation agreement.

4.3.1 Experimental Setup

We evaluate our model on five text classification datasets from the ERASER benchmark [44].
We design the identifier module in LIMITEDINK as a BERT-based model, followed by two
linear layers with the ReLU function and dropout technique. The temperature for Gumbel-
softmax approximation is fixed at 0.1. Also, we define the classifier module as a BERT-based
sequence classification model to predict labels. We train five individual self-explaining models
of different rationale lengths with training and validation sets, where we set the rationale lengths
as {10%, 20%, 30%, 40%, 50%} of all input text. Then we select one out of the five models,
which has the best weighted average F1 score, to compare with current baselines on end-task
performance and human annotation agreement on test sets. Note that we use all models with
five rationale lengths in human evaluation described in Section 4.4.

27



Figure 4.2: Key components of the User Interface in the MTurk task HITs. Note that each HIT
contains five reviews with different rationale lengths.

Baselines. We compare LIMITEDINK with four baselines. Full-Text consists of only the
classifier module with full-text inputs. Sparse-N enforces shortest rationales by minimizing
rationale mask length [10, 128]. Sparse-C controls rationale length by penalizing the
mask when its length is less than a threshold [106]. Sparse-IB enables length control by
minimizing the KL-divergence between the generated mask with a prior distribution [176]. See
Appendix A.0.1 for more model and baseline details.

4.3.2 Evaluation Results

End-Task Performance. Following metrics in [44], we report the weighted average F1 scores
for end-task classification performance. Among five LIMITEDINK models with different
rationale lengths, Table 4.1 reports the model with the best end-task performance on the test set.
We observe that LIMITEDINK performs similarly to or better than the self-explaining baselines
in all five datasets. See ablation studies in Appendix A.0.2.

Human-Annotated Rationale Agreement. We calculate the alignment between generated
rationales and human annotations collected in the ERASER benchmark [44]. As also shown
in Table 4.1, we report the Token-level F1 (F1) metric along with corresponding Precision (P)
and Recall (R) scores. The results show that LIMITEDINK can generate rationales that are
consistent with human annotations and comparable to self-explaining baselines in all datasets.

4.4 Human Evaluation

Equipped with LIMITEDINK, we next carry out human studies to investigate the effect of
rationale length on human understanding.
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Figure 4.3: The human evaluation’s workflow. We (1) divide 100 movie reviews into 20 batches
and (2) produce 10 HITs from each batch for ten worker groups.

4.4.1 Study Design

Our goal is to quantify human performance on predicting the labels and confidence based solely
on the rationales with different lengths. To do so, we control LIMITEDINK to extract rationales
of different lengths, and recruit Mechanical Turk (MTurk) workers to provide predictions and
confidence.

Dataset & rationale extraction. We focus on sentiment analysis in user study, and randomly
sample 100 reviews from the Movie Reviews [269] test set that have correct model predictions.
Then, we extract five rationales for each review using LIMITEDINK, with lengths from 10% to
50%, with an increment of 10%.

Since human accuracy likely increases when participants see more words (i.e., when the
lengths of rationales increase), we also create a Random rationale baseline, where we randomly
select words of the same rationale length on the same documents (10% to 50%) while taking
the continuity constraint into consideration. More details of Random baseline generation are
in Appendix A.0.3.

Study Procedure. The study is completed in two steps. First, we posted a qualification
Human Intelligence Tasks (HITs, $0.50 per assignment) on MTurk to recruit 200 qualified
workers.2 Next, the 200 recruited workers can participate the task HIT ($0.20 per assignment, 7
assignments posted) which contains five distinct movie reviews, with varying rationale lengths
(10%-50%). In task HIT, as key components shown in Figure 4.2, we only display the rationales
and mask all other words with ellipses of random length, such that participants can not infer the

2In addition to our custom qualification used for worker grouping, three built-in worker qualifications are used
in all of our HITs: HIT Approval Rate (≥98%), Number of Approved HITs (≥ 3000), and Locale (US Only)
Qualification.
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Figure 4.4: Human accuracy and confidence on predicting model labels given rationales with
different lengths.

actual review length. Then participants are asked to guess the sentiment of the full review, and
provide their confidence level based on a five-point Likert Scale [139]. The full user interface
is in Appendix A.0.3.

Participants recruiting and grouping. With each review having ten distinct rationales (five
from LIMITEDINK and five Random), if these rationale conditions were randomly assigned,
participants are likely to see the same review repeatedly and gradually see all the words. We
carefully design our study to eliminate such undesired learning effect. More specifically, we
group our 100 reviews into 20 batches, with five reviews in each batch (Step 1 in Figure 4.3).
For each batch, we create five HITs for LIMITEDINK and Random, respectively, such that all
the rationale lengths of five reviews are covered by these 10 HITs (Step 2 in Figure 4.3). Further,
we make sure each participant is only assigned to one unique HIT, so that each participant can
only see a review once. To do so, we randomly divide the 200 qualified workers into 10 worker
groups (20 workers per group), and pair one worker group with only one HIT in each batch.
This way, each HIT can only be accomplished by one worker group. As our participant control
is more strict than regular data labeling tasks on MTurk, we keep the HITs open for 6 days.
110 out of 200 distinct workers participated in the main study, and they completed 1,169 of
1,400 assignments.

4.4.2 Results

We show the human prediction accuracy and confidence results in Figure 4.4. We find that the
best explanations for human understanding are largely not the shortest rationales (10% length
level): here, the human accuracy in predicting model labels is lower than for the random baseline
(0.61 vs. 0.63), indicating that the shortest rationales are not the best for human understanding.
There is a significant difference in human predicted labels (i.e., “positive”=1,“negative”=2)
between LIMITEDINK (M=1.24,SD=0.71) and Random (M=1.32,SD=0.54); t(1169)=2.27,
p=0.02. Table 4.2 shows human performance for each category.

Additionally, notice that the slope of our model’s accuracy consistently flattens as the
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length level (%) Negative Positive
& Extract. method P / R / F1 P / R / F1

10% LIMITEDINK 0.66 / 0.56 / / 0.61 0.70 / 0.58 / 0.64
Random 0.67 / 0.57 / 0.62 0.66 / 0.70 / 0.68

20% LIMITEDINK 0.75 / 0.61 / 0.67 0.71 / 0.77 / 0.74
Random 0.69 / 0.60 / 0.64 0.68 / 0.74 / 0.71

30% LIMITEDINK 0.74 / 0.76 / 0.75 0.81 / 0.78 / 0.79
Random 0.72 / 0.61 / 0.66 0.72 / 0.78 / 0.75

40% LIMITEDINK 0.84 / 0.76 / 0.80 0.78 / 0.85 / 0.81
Random 0.79 / 0.63 / 0.70 0.65 / 0.79 / 0.71

50% LIMITEDINK 0.78 / 0.78 / 0.78 0.85 / 0.84 / 0.85
Random 0.77 / 0.63 / 0.70 0.75 / 0.84 / 0.79

Table 4.2: Human performance (i.e., Precision / Recall / F1 Score) on predicting model labels
of each category in the Movie Reviews dataset.

rationale increases, whereas the random baseline does not display any apparent trend and is
obviously lower than our model at higher length levels (e.g., 40%). We hypothesize that this
means our model is (1) indeed learning to reveal useful rationales (rather than just randomly
displaying meaningless text), and (2) the amount of information necessary for human under-
standing only starts to saturate at around 40% of the full text. This creates a clear contrast
with prior work, where most studies extract 10-30% of the text as the rationale on the same
dataset [106, 176]. The eventually flattened slope potentially suggests a sweet spot to balance
human understanding on rationales and sufficient model accuracy.

4.5 Discussion

By examining human prediction performance on five levels of rationale lengths, we demonstrate
that the shortest rationales are largely not the best for human understanding. We are aware
that this work has limitations. The findings are limited to Movie Reviews dataset, and we
only evaluate human performance with rationales generated by the proposed LIMITEDINK.
Still, our findings challenge the “shorter is better” assumption commonly adopted in existing
self-explaining methods. As a result, we encourage future work to more cautiously define the
best rationales for human understanding, and trade off between model accuracy and rationale
length. More concretely, we consider that rationale models should find the right balance
between brevity and sufficiency. One promising direction could be to clearly define the optimal
human interpretability in a measurable way and then learn to adaptively select rationales with
appropriate length.

To investigate if the shortest rationales are best understandable for humans, this work
presents a self-explaining model, LIMITEDINK, that achieves comparable performance with
current self-explaining baselines in terms of end-task performance and human annotation
agreement. We further use LIMITEDINK to generate rationales for human studies to examine
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how rationale length can affect human understanding. Our results show that the shortest
rationales are largely not the best for human understanding. This would encourage a rethinking
of rationale methods to find the right balance between brevity and sufficiency.

4.6 Related Work

4.6.1 Self-explaining models.

Self-explaining models, which condition predictions on their rationales, are considered more
trustworthy than post-hoc explanation techniques [5, 146, 183, 190]. However, existing efforts
often enforce minimal rationale length, which degrades the predictive performance [10, 106,
266]. [176] improves this by proposing an information bottleneck approach to enable rationale
length control at the sentence level. In this paper, LIMITEDINK further enables length control
at the token level to allow more flexibility needed for our human studies. However, it generates
sentence-level rationales without considering contextual information, which cannot work well
on short inputs (e.g., one sentence input) or for extracting coherent token-level rationales. We
present a method to incorporate contextual information into generating rationales, which can
be applied to both sentence and token levels.

4.6.2 Human-grounded evaluation.

A line of studies evaluated model-generated rationales by comparing them against human-
annotated explanations [22, 176]. Some other studies collect feedback from users to evaluate
the explanations, such as asking people to choose a preferred model [190] or to guess model
predictions only based on rationales [130, 211]. In this work, we evaluate LIMITEDINK using
both human rationale alignment and empirical human evaluation. To our best knowledge, this is
the first study that limitedinkatically varies rationale length and measures differences in human
understanding.

4.7 Conclusion

To investigate if the shortest rationales are best understandable for humans, this work presents
a self-explaining model, LIMITEDINK, that achieves comparable performance with current
self-explaining baselines in terms of end-task performance and human annotation agreement.
We further use LIMITEDINK to generate rationales for human studies to examine how rationale
length can affect human understanding. Our results show that the shortest rationales are largely
not the best for human understanding. This would encourage a rethinking of rationale methods
to find the right balance between brevity and sufficiency.
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Part II

Disparity Between AI Interpretability
and Practical Human Demands
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Chapter 5 |

Gauging Explainable AI Gaps with User De-
mands Using XAI Forms

5.1 Introduction

Researchers have attempted to produce model interpretations for deep neural networks [158]
under the broader umbrella of Explainable Artificial Intelligence (XAI). The primary objective
of this line of research is two-fold [102]: to create interpretations that faithfully characterize
the models’ behavior (i.e., are faithful), and to improve user trust or understanding of black-box
algorithms (i.e., appear plausible). However, this objective does not always align with the
practical needs of users. Recent studies reveal that a faithful or plausible model interpretation
can still be useless, or even harmful, to its users. For example, our previous work found
that showing users visual explanations (saliency maps) decreased — not increased — users’
ability to make sense of the mistakes made by neural image classifiers [211]. Another study
showed that visual explanations may not alter human accuracy or trust in the model [31].
Recent work in XAI has begun to mitigate this misalignment [54]; one example is collecting
algorithm-informed user demands from real-world practices [138].

This paper takes a closer look into the gap between user need and current XAI. Specifically,
we survey the common forms of explanations, such as feature attribution [27, 128], decision
rule [112, 198], or probe [56, 141], used in 218 recent NLP papers, and compare them to the
43 questions collected in the XAI Question Bank [138]. We use the forms of the explanations
to gauge the misalignment between user questions and current NLP explanations.

5.2 Gauging Explainable AI Gaps Using Forms

Liao et. al [138] developed the XAI Question Bank, a set of prototypical questions users might
ask about AI systems. This paper investigates how well these questions are answered by current
XAI work in NLP. We collected 218 recent NLP papers about interpretability, analyzed the
forms of interpretations these papers researched (e.g., feature attribution, decision rules, etc.),
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and used these forms to associate each paper to the questions it tried to answer. This section
overviews our two-step procedure.

5.2.1 Step 1: Survey the Forms of Interpretations in NLP Papers

We first reviewed 218 explanation studies published in the NLP field between 2015 and 2020,
and came up with 12 common XAI forms. We defined a paper as an NLP explanation study
if: (i) its motivation was to explain or analyze NLP models, tasks, or datasets; or (ii) it aimed
to develop more explainable NLP models, tasks, or datasets; or (iii) the explanation format
is natural language. Given those definitions, we decided on a set of search keywords (e.g.,
“explain”, “interpretation”), a list of top-tier publications and conference proceedings (e.g.,
ACL, EMNLP), and a range of publication years. Within the venues and years, we collected
all papers whose titles or abstracts contained those keywords. Then we read each paper and
added the related papers that it cited about “NLP explanation” into our collections. Our
ultimate list of papers covered various conferences, workshops, and other research fields (e.g.,
human-computer interaction).

Our definition of “interpretation form” is how the study represents its explanation results. In
this paper, we present 12 different interpretation forms. We started with four commonly used
forms, including “feature attribution [27, 128],” “tuple/graph [159, 226],” “free text [126? ],”
and “example [83, 263].” Then we read each paper, assigned a form to it, and added new forms
into our scheme as needed.

We present the 12 forms with their abbreviations, format weight, brief definitions, represen-
tative work, and one typical question in sidebars on page 2 to 4. We released our data1, which
contains the list of the 218 NLP explanation papers with each paper’s title, year, venue, and
form annotations.

We then computed what percent of the 218 XAI papers used each type of interpretation
form (i.e., format weight). We gave each paper a weight of 1. If the paper used only one form
type, we assigned 1 to the form. If the paper used multiple interpretation forms, we assigned
all its applicable forms an equal weight totaling 1. To obtain the final percentage of each form
type, we added up its scores among all papers and divided by the count of papers.

As shown in the sidebars, the most common form of current NLP explanations — around
44% of related studies — is to highlight features (e.g., tokens or sentences) within input
text. Approximately 10% of NLP explanation work leverages a tuple, rule, or concept format
to demonstrate the model’s reasoning process. Other studies use a probe to diagnose what
information the model representation can embed, or directly explains model behavior with
free text. Less than 5% of algorithms use training data examples, projection space, or output
confidence scores to visualize NLP explanations. Fewer than 5 papers explain NLP models
with word cloud, trigger, or image formats.

1Please see details at https://human-centered-exnlp.github.io.
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5.2.2 Step 2: Compare Against User Questions in the XAI Question
Bank

The XAI Question Bank collected user questions for AI explanations from real-world user
needs [138]. It consists of 43 questions within 7 categories about AI systems, as detailed in
Figure 5.1 and Table 5.1. The prototypical questions are identified by analyzing current XAI
algorithms and interviewing UX and design practitioners in IBM product lines. We annotated
each user question in the XAI Question Bank with all applicable forms identified in Step 1. The
principle we used to annotate a user question with forms was if the format had ever answered
similar questions among our collected studies. Specifically, in the first step, we noted typical
questions the form answered in the literature exemplified in the sidebars. For instance, the
“example” form primarily answers “What are the training instances most responsible to support
this prediction?” [83, 121] Then we inspected each question in the XAI Question Bank and
looked for similar questions we collected for the 12 forms. We labeled the user question with
its corresponding form when the form was used to answer similar questions in the literature.
For instance, to answer the user question “How does the system make a prediction?” we can
explain AI systems to users using executable logic rules (i.e., RUL), decision-reasoning graphs
(i.e., TUP), or by showing each class’s representative examples (i.e., EXP). Afterwards, we
calculated each user question’s weight by adding all its labeled formats’ weights. The user
question weight roughly approximates the proportion of published NLP papers that can answer
this question. This resulted in the weighted XAI Question Bank as shown in Figure 5.1, which
provides intuitive visualization of the NLP research’s attention to answering user questions.
Note that XAI forms may evolve rapidly due to proliferation of XAI studies, but we can extend
the collected XAI forms and repeat the gap-gauging process easily.

5.3 The Need to Explain the Road Not Taken

5.3.1 Users need AI explanations of a global view of AI systems

While 9 out of 43 questions in the XAI Question Bank are about how AI systems can provide
specific predictions (i.e., Q19-21,23-25,36-38), 16 questions are about what AI systems cannot
achieve and why (e.g., Q5-6,11,15-16,26- 35,41). Many of these under-answered or unanswered
questions are counterfactual questions, such as “Why did the model predict P instead of Q
for this instance?” These questions can probably be answered by a trigger (TRG), but only
three papers out of the surveyed 218 focused on counterfactual explanations [62, 201, 245].
Furthermore, we speculate that many of these questions assume one or more well-defined,
seemly similar legitimate counterpart labels (e.g., positive versus negative, dog versus cat), in
which the user wonders why the system choose one over the other. More fundamentally, the
fact that users want to know both why and why not the AI system made certain predictions may
suggest that users’ goals are often to gain a global view of how the AI system works.

It is worth noting that more NLP work has begun to generate counterfactual examples
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Figure 5.1: The questions in XAI Question Bank, heat-mapped by the estimated percentage
(%) of NLP XAI studies attempting to answer them. (•: questions that can not be answered
by most NLP XAI studies; ⋆: questions that can likely be answered by the AI system’s meta
information.)

(i.e., “contrastive sets”), often with the purpose of learning robust NLP models [68, 117, 255].
These methods could be extended to generating counterfactual explanations. As counterfactual
explanations have been explored in other domains, such as computer vision [23], tabular data
classification [161], and interactive tools [77], recent NLP work has begun to focus more
attention on developing counterfactual explanations [104, 194]2.

5.3.2 Users need AI Explanations for what AI can not do

Developing counterfactual explanations in NLP can be challenging. It is not always easy to
tell which counterfactual predictions should be explained. Jacovi et al. submitted a good
example [104]: When people ask “Why did the AI system choose to hire Person X?” they
could mean either “Why did the AI system choose to hire Person X rather than not hire Person
X?” or “Why did the AI system choose to hire Person X rather than hire Person Y?” Liao et
al. suggested that AI explanations can be provided in an interactive manner, allowing people
to “explicitly reference the contrastive outcome and ask follow-up what if questions” [138].
As ambiguous and underspecified language can be common, more research is required to help
users spot the meaningful counterfactual predictions they actually care about.

2We did not include these recent studies in our paper collection because they were published after our
paper-collecting and analysis process.
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5.4 Discussion and Limitation

5.4.1 User Questions Beyond the Scope of the Current XAI.

In another finding included in Figure 5.1, we observed 8 questions (i.e., labeled ⋆) that can be
addressed by the meta information in AI algorithms (such as “What is the source of the data?”)
but that XAI forms do not answer. However, we find 10 questions (i.e., labeled •) that the XAI
forms cannot address well. These questions mainly inquire about the limitation, potential
utility, or capability scope of AI systems (e.g., “What are the limitation/biases of the data?”),
which are seldom introduced in XAI studies. We posit XAI algorithm developers should use
these questions to develop corresponding XAI methods or to clarify capability scope, system
utility, and limitation in the methods.

5.4.2 Limitations

We are aware of several limitations of our work. First, this paper focuses on NLP applications,
but the XAI Question Bank captures user questions for a broader spectrum of AI systems.
Second, the XAI Question Bank provides an in-depth analysis of lay users’ needs, while
the user population for the NLP papers included in our study are broader, such as domain
experts [59, 275] and AI practitioners [11, 190]. Finally, using forms of interpretation to
associate papers with user questions inevitably overlooks some information. For instance, the
“probing” form does not appear in the XAI Question Bank. This could be caused by the fact
that some particular forms of interpretations, such as probing methods, are primarily developed
for AI practitioners rather than lay people.

5.5 Conclusion

Our analysis explicates the gaps between what users want and the current focus of XAI research
in NLP. Questions like “Why is this instance given this prediction?” were studied extensively,
and can be answered by five different interpretation formats (i.e., “rule/grammar,” “tuple/graph,”
“feature importance,” “free text,” and “example”). Meanwhile, 16 out of 43 user questions in
the XAI Question Bank are relevant to counterfactual inquiries, such as “Why did the model
predict P instead of Q for this instance?”, but only a handful of papers have tried to produce
counterfactual explanations. We learned that users want to know the decision scope of AI
systems, including what the AI system can and cannot achieve.

XAI researchers can collaborate with user-experience (UX) designers to mitigate this
misalignment. In particular, XAI algorithm developers can produce more counterfactual
explanations for answering global and local counterfactual questions, or directly generate AI
explanations that can explain both can and cannot questions (e.g., tree-based rules). On the other
hand, one XAI form may not be enough to satisfy practical user demands for understanding
can and cannot questions simultaneously. Therefore, XAI UX designers can combine multiple
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forms and algorithms to meet real-world user requirements. Since awareness of new explainable
AI forms can change user demand [138, 140], perhaps XAI researchers can leverage the variety
of forms to to respond more effectively to real-world user needs.
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Format Name Abbr. Percent Definition Question Example

Feature Attri-
bution

FAT 43.99% highlight the sub-sequences in
input texts [27, 128]

How can we attribute the sys-
tems’ predictions to input fea-
tures? [162]

Tuple / Graph TUP 10.15% explain model reasoning
process with tuples/ trees/
graphs [159, 226]

How does the system use rea-
soning graphs to arrive at the
answer? [28]

Concept /
Sense

CPT 9.72% convert to human interpretable
concepts or terminologies [25,
202]

What sense does the sys-
tem’s intermediate representa-
tion make? [173]

Rule / Gram-
mar

RUL 9.61% extract executable rules or logic
for model decisions. [112, 180]

How can we explain the sys-
tem’s behavior with executable
rules? [191]

Probing PRB 7.79% classify representation with
specific diagnostic dataset [56,
141]

What linguistic properties does
the system’s representation
have? [88]

Free Text FRT 7.09% use natural language to explain
model behavior [126]

How can we explain a sys-
tem’s decision using natural
language justification? [21]

Example EXP 3.86% find most responsible training
samples as explanations [83,
263]

How can we trace the system’s
prediction back to the training
sample(s) most responsible for
it? [121]

Projection
Space

PSP 3.82% project dense vectors into low-
dimensional space [228, 254]

How can we project the
system’s high-dimensional
representation to a human-
understandable space? [7]

Confidence
Score

CFD 1.18% leverage model prediction prob-
ability to show confidence [86,
92]

How much uncertainty does
the system have on its predic-
tion? [60]

Word Cloud WCL 1.16% generate word cloud us-
ing model representa-
tions [27, 175]

What are the input patterns
that activate the system predic-
tion? [129]

Trigger TRG 0.93% make change to trigger models
to produce counterfactual pre-
dictions [62, 201]

What are the token sequences
that trigger a model to produce
a different prediction? [245]

Images IMG 0.70% visualize model representations
by token-related images [172]

How to map the system’s lan-
guage tokens to their related
images? [234]

Table 5.1: The AI Explanation Formats collected into 12 XAI formats and the corresponding
definitions and question of examoels.
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Part III

Empower Useful AI Explanations with
Humans-AI Interactions
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Chapter 6 |

CONVXAI : Delivering Heterogeneous AI
Explanations via Conversations to Support
Human-AI Scientific Writing

6.1 Introduction

The advancement of deep learning has led to breakthroughs in a number of artificial intelligence
systems (AI). Yet, the superior performance of AI systems is often achieved at the expense
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neous AI explanations via dialog. CONVXAI includes a front-end User Interface to
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of the interpretability of deep learning models [154]. To address this challenge, researchers
have developed a collection of eXplainable AI (XAI) methods that aim to enhance human
understanding of AI from various perspectives [211, 212]. These methods typically focus
on answering specific XAI questions of interest to users. For example, saliency maps and
feature attributions [146, 190] highlight key rationales behind AI predictions to address "why"
questions, while counterfactual explanations perturb input to explore "why X not Y" scenarios
that affect model behavior [154, 255].

Despite their potential, the usefulness of XAI methods in real-world applications has yielded
inconsistent findings [8, 181]. While some studies demonstrate that different explanations can
support specific use cases, such as model debugging [131] and human-AI collaboration [78],
others reveal limitations in enhancing users’ ability to simulate model predictions [214] or
understand AI errors [211]. To bridge this gap, researchers have explored the mismatch between
real-world user demands and existing XAI methods. [212], for instance, compare practical
user questions [138] with over 200 XAI studies and identify a bias in current methods towards
certain types of XAI questions, neglecting others. Additionally, users also tend to have multiple,
dynamic and sometimes interdependent questions on AI explanations [124, 239].

Addressing this array of questions necessitates an integration of heterogeneous AI expla-
nations. Taking inspiration from the flexibility of dialog systems [58, 116], prior work has
envisioned the concept of "explainability as a dialogue" to accommodate diverse user needs
and mitigate cognitive load [124, 220]. For instance, [124] discovered that decision-makers
strongly prefer interactive explanations in the form of natural language dialogue. However,
there is a dearth of exploration regarding the design of conversational XAI systems to meet
practical user needs and understand user reactions.

In this paper, we investigate the potential of conversational XAI in the context of practical
human-AI collaborative writing. Through formative user studies on a preliminary system
and a review of human conversation characteristics, we identify four design rationales for
conversational XAI: addressing various user questions (“multi-faceted”), actively suggesting
and accepting follow-up questions (“mix-initiative” and “context-aware drill-down”), and
providing on-demand details (“controllability”). Guided by these rationales, we develop a
conversational XAI prototype system called CONVXAI, which incorporates the four user-
oriented XAI principles. Moreover, we evaluate the potential of ConvXAI in the realm of
human-AI scientific writing, where writers leverage ConvXAI to improve their paper abstracts
for submission to top-tier research conferences. In this use case, CONVXAI assists users in
interacting with two AI writing models that assess the structure and quality of abstracts at
the sentence level. Users can engage in dialogue with CONVXAI to comprehend the writing
feedback and enhance their papers with the aid of heterogeneous AI explanations.

We conducted two within-subject user studies to evaluate the CONVXAI system. We
compared CONVXAI with SELECTXAI, a traditional GUI-based universal XAI system that
displays all XAIs on the interface in a collapsible manner (Figure 6.4). In the first user study,
involving an open-ended writing task with 13 participants, we found that the majority of users
perceived CONVXAI to be more useful in understanding AI writing feedback and improving
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their own writing. These results further confirmed the reduced cognitive load and effectiveness
of the four user-oriented design principles. Additionally, in the second user study, which
focused on a well-defined writing task with 8 rejoining participants, we collected the users’
writing artifacts generated using both CONVXAI and SELECTXAI systems. We evaluated
these artifacts using both human evaluators and auto-metrics. The analysis revealed that both
CONVXAI and SELECTXAI assisted users in producing better writing based on the built-in
auto-metrics, with CONVXAI proving particularly valuable for improving writing quality.
However, we observed a misalignment between the measurements of the human evaluator and
the auto-metrics, indicating the importance of designing AI model predictions to align with
human expectations. Building upon these studies and findings, we further contribute insights
into the practical human usage patterns of XAI in CONVXAI and core ingredients of useful
XAI systems for future XAI work. We conclude this work by discussing its limitations and
outlining future research directions.

6.2 Related Work

6.2.1 Human-Centered AI Explanations

Earlier studies in the fields of Explainable Artificial Intelligence (XAI) primarily focus on devel-
oping different XAI techniques, which aims to explain why the model arrives at the predictions.
This line of studies can be broadly categorized into generating post-hoc interpretations for
well-trained deep learning models [79] and designing self-explaining models [128, 214, 218].
In specific, the majority of XAI methods aim to provide post-hoc interpretations either for each
input instance (i.e., named “local explanations”) [42, 120, 201] or for providing a global view
of how the AI model works (i.e., named “global explanations”) [191], where our study covers
both of them. Additionally, XAI approaches are also divided into different formats [212],
including example-based [60], feature-based [190], free text-based [21, 184], rule-based expla-
nations [191], etc, where our study covers a range of XAI formats.

Despite the increasing number of XAI approaches have been proposed, evaluating AI with
humans is still a challenging problem. Doshi-Velez and Kim [48] propose a taxonomy of inter-
pretability evaluation including “application-grounded”, “human-grounded” and “functionally-
grounded” evaluation metrics based on different levels of human involvement and application
tasks. The majority of the proposed XAI approaches are commonly validated effectively using
the “functionally-grounded” evaluation methods [87, 101, 251], which seek for automatic
metrics (e.g., “plausibility”) on proxy tasks without real human participations [11, 157, 273].

Furthermore, we can see burgeoning efforts being put around involving real humans in evalu-
ating AI explanations under the theme of “human-centered explainable AI”. The state-of-the-art
XAI methods are applied to real human tasks, such as assessing human understanding [211],
human simulatability [191, 214], human trust and satisfaction on AI predictions [41, 223], and
human-AI teamwork performance [31], etc [60, 73, 86]. However, many human studies show
that AI explanations are not always helpful for human understanding in tasks such as simulating

44



model prediction [214], analyzing model failures [211], human-AI team collaboration [8]. For
instance, [8] conducted human studies to investigate if XAI helps achieve complementary
team performance and showed that none of the explanation conditions produced an accuracy
significantly higher than the simple baseline of showing confidence.

In response, a line of work dives deep into the gaps between real-world user demands and
the status quo XAI methods. Their findings reveal that users tend to ask multiple, dynamic, and
sometimes interdependent questions on AI explanations, whereas state-of-the-art XAI methods
are mostly unable to satisfy. Although GUI-based XAI systems, which integrate multiple XAI
into one interface, can potentially mitigate this issue, they inevitably suffer from the drawbacks,
such as cognitive overload, frequent UI updates, etc.

Therefore, prior studies envision the potential of “Explainability as a Dialogue” to balance
the cognitive load with the diverse user needs [124, 149, 220, 232, 239]. For example, through
interviews with healthcare professionals and policymakers, [124] found that decision-makers
strongly prefer interactive explanations with natural language dialogue forms and thereby
advocated for interactive explanations. Nevertheless, there has been little exploration of how a
conversational XAI system should be designed in practice and how users might react to it. Our
studies aim to resolve this problem by incorporating practical user needs into the conversational
XAI design, propose a user-oriented conversational universal XAI interface and investigate
human behaviors during using these systems.

6.2.2 Conversational AI Systems

Our work is situated within the rich body of conversational AI or chatbots studies, which
entails a long research history in the NLP [135, 187] and HCI fields [58, 208]. Jurafsky [116]
proposes that conversation between humans is an intricate and complex join activity, which
entails a set of imperative properties: multiple turns, common grounding; dialogue structure,
mixed-initiative. By incorporating these properties, conversational interactions are also shown
to significantly contribute to establishing long-term rapport and trust between humans and
systems [14]. User interaction experience can be improved by a set of factors from the
conversational AI systems [208]. For example, Chaves and Gerosa [30] describe how human-
like social characteristics, such as conversational intelligence and manners, may benefit the
user experience.

These principles and theories inform us to design a conversational AI explanation system
that fulfills the diverse user needs in practice. Our study is deeply rooted in the conversational
explanations in XAI – the users request their demanded explanations through the chatbot-
based AI assistants [225, 239]. Previous studies have explored the effectiveness of interactive
dialogues in explaining online symptom checkers (OSCs) [232, 239]. For example, Tsai et
al. [239] intervened in the diagnostic and triage recommendations of the OSCs with three
types of explanations (i.e., rationale-based, feature-based and example-based explanations)
during the conversational flows. The findings yield four implications for future OSC designs,
which include empowering users with more control, generating multifaceted and context-aware
explanations, and being cautious of the potential downsides.
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1

2

Stage XAI Goal User Question Samples XAI Formats Algorithm

Understand Data
1.What data did the system learn from?

Data Statistics Data Sheets2.What’s the range of the style quality scores?
3.How are the structure labels distributed?

Understand Model 4.What kind of models are used? Model Description Model Card

Understand Instance
5.How confident is the model for this prediction? Prediction Confidence Model probability score
6.What are some published sentences similar to mine semantically? Similar Examples NN-DOT
7.Which words in this sentence are most important for prediction? Feature Attribution Integrated Gradient 

Improve Instance 8.How can I revise the input to get a different prediction label? Counterfactual 
Explanation

GPT3 In-context Learning
Understand Data 9.What’s the statistics of the sentence lengths? Data Statistics Data Sheets

Understand Suggestion 10.Can you explain this sentence review? XAI Tutorial Template

Table 6.1: CONVXAI covers ten types of user questions (i.e., Data Statistic, Model Description,
Feature Attribution, etc.) serving to five different XAI goals (e.g., Understand Model, Under-
stand Data, Improve Instance, etc.). Stage (1) shows eight XAIs included in the formative study,
and Stage (2) indicates two added XAIs in CONVXAI.
.

However, these existing conversational AI explanation systems are still in the preliminary
stage, which only provides one type of explanation and disables users from selecting different
explanation types. Also, these are far from being able to incorporate user feedback into produc-
ing AI explanations (e.g., enable users to choose counterfactual prediction foil) and produce
personalized explanations for users’ individual needs. In addition, these conversational AI ex-
planation systems are primarily applied to improve system transparency and comprehensibility,
thus helping users understand and build trust in the systems. Little attention has been paid to
examining if and how conversational AI explanations can be indeed useful for users to improve
their performance in human-AI collaborative tasks.

Our work improves the conversational AI explanation systems from two perspectives: i) we
focus on AI tasks where the human’s goal is to improve their task performance (i.e., scientific
writing) rather than merely gain an understanding of the AI predictions; ii) we identify four
design principles and incorporate them into the empirical system design for further evaluation
with human tasks. Our work aims to further unleash the capability of conversational AI
explanations and make them more useful for human tasks.

6.2.3 AI Writing Support Tools

The improvements in large language models (LMs) like GPT3 [18] and Meena [4] have
provided unprecedented language generation power. This leads to an increasing interest in how
these new technologies may support writers with AI-assisted writing support tools [127]. In
these human-AI collaborative writing tasks, the writers interact with AI writing support tools
not only for understanding its assessment but also aim to leverage its feedback to improve the
human writing output [95]. A few technologies are developed to support human writing. Many
of them focused on lower-level linguistic improvement, such as proofreading, text generation,
grammar correction, auto-completion, etc. For instance, Roemmele and Gordon [192] proposed
a Creative Help system that uses a recurrent neural network model to generate suggestions
for the next sentence. Furthermore, a few studies propose AI assistants that leverage the
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generation capability of the language models to generate inspirations to assist the writers’
ideation process [34, 71, 248]. For instance, Wordcraft [34] is an AI-assisted editor proposed
for story writing, in which a writer and a dialogue system collaborate to write a story. The
system further supports natural language generation to users including planning, writing and
editing the story creation.

In addition, there are a number of studies that design AI assistants to provide assessment and
feedback to help improve human writings iteratively [52, 213]. For example, Huang et al. [97]
argue that writing, as a complex creative task, demands rich feedback in the writing revision
process. They present Feedback Orchestration to guide writers to integrate feedback into
revisions by a rhetorical structure. More studies are proposed for AI-assisted peer review [26].
For example, Yuan et al. [267] automate the scientific review process that uses LLMs to
generate reviews for scientific papers.

In this work, we apply conversational AI explanations to human-AI scientific writing tasks,
in which humans submit their writings to the system and iteratively make a sequence of
small decision-making processes based on AI feedback and explanations. As writing is a
goal-directed thinking process [71]. The goal of the CONVXAI system is to support writers
to understand the feedback and further improve their writing outputs. Therefore, we aim
to evaluate the effects of conversational AI explanations in terms of not only helping users
understand the AI prediction but also improving writing performance.

6.3 Understanding Practical User Demands in Conver-

sational XAI

Due to the unique characteristics of AI-assisted human scientific writing tasks and the early
status of conversational XAI systems, we see a lack of established designs and techniques of
conversational AI explanations that can cater to user needs in scientific writing support tasks.
Therefore, we first analyze the practical user demands of conversational XAI by conjecturing a
system walkthrough in a usage scenario with a student submitting her CHI paper (Section 6.3.1),
and then conducting a formative study with seven users of diverse backgrounds (Section 6.3.2).
We summarize the resulting four design rationales in Section 6.3.3.

6.3.1 Example User Scenario

Gloria is a Ph.D. student in the CHI research field. While she has already finished a paper
draft, she wants to use the system to receive more paper review feedback on her paper abstract
writing, so that the paper would get a higher chance of being accepted by the CHI conference.
She is especially curious about What would be the review feedback of my paper abstract? Why
would the system give me this feedback? How should I improve my writing to get a better
paper abstract? To answer these questions, Gloria starts to interact with the system with these
questions in mind. First, she is asked to choose the target conference she wants to submit
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Nice! I’ve collected 3235 papers from the CHI main 
conference to provide more targeted feedback to 
you.


Your paper received an overall quality score as 2 (1 
to 5 levels).


You could further improve your paper abstract with 
the reviews below:


- S2: Too short, please rewrite it into a longer 
sentence.


- S7: Better to describe purpose aspect here, please 
rewrite the sentence to change its label from 
finding to purpose.


- S10: The quality score of S10 is a bit lower than 
conference score range.


- S10: Too short, please rewrite it into a longer 
sentence.

I just selected Button CHI. Do you want some explanations on the above 
review?

I just selected Button [YES]

YES No

To better understand your review, you can ask me 
further questions about:

- Basic Information and Statistics of the data and 
model related to your selected conference, such as:

- Explanations for Each Sentence Prediction. You 
can select (by double click) the specific sentence, 
then click the question buttons or directly type your 
questions below.

Data Statistics Model Description

Quality Score Range Aspect Distribution

Model Confidence

Important Words

Similar Examples

Counterfactual Explanation

A B

Figure 6.2: An overview of User Interface (UI) for the pilot study. (A) shows the recommended
edits from the writing models, and (B) displays a range of XAI buttons for users to choose
from for viewing AI explanations.

her paper abstract. After choosing CHI as the target conference, Gloria can see the abstract
example options and writing editor panel, so that Gloria can edit her abstract content and then
submit her abstract to get AI assistant assessments on each sentence.

For example, one piece of writing review that Gloria received is “Sentence 3: Based on the
sentence labels’ percentage and order in your abstract, it is suggested to write your background
at this sentence, rather than describing purpose here.”. Before diving deeper into understanding
the predictions, Gloria first wants to assess if she should trust the models by understanding how
the model and data work in this CONVXAI system. So she asks “What data did the system
use?” and “What kind of models is the CONVXAI using?”. After learning that the CONVXAI
is using the state-of-the-art language models and the data is the collection of the latest five
years from CHI, Gloria decides to trust the system and proceed with the AI explanations. At
the next stage, Gloria is wondering why the system suggests she describe the background
instead of purpose in the sentence 3. By asking “What words make the assistant think it is
describing the purpose?”, she learns that the “purpose” aspect prediction is attributed to the
top 6 important words, including “examine”, “paper”, “conversational”, “xai”, “scientific”,
“writing” (feature attribution explanation). Furthermore, Gloria wants to know “how can I edit
them so it describes background” and is suggested to remove the “in this paper, we examine”
words at the beginning and add “is yet to be explored” in the end. (counterfactual explanation)
After interacting with the XAI agent with multi-turn dialogues, she understands the system,
predictions and reviews better. Finally, Gloria revises the sentence based on her understanding
with the help of XAI agent and re-submit the abstract. The structure review is successfully
resolved. Gloria can then move on to the next sentence.
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6.3.2 Formative Study

In the early phase of the project, we conducted a formative study to inform ourselves about how
humans leverage AI explanations to achieve their AI-assisted scientific writing tasks, and the
common limitations and needs necessary for enhancing human performance. This is primarily
to help us develop a set of design rationales listed in Section 6.3.3 to motivate system designs.

6.3.2.1 AI Tasks and AI Explanation Design.

To form the human-AI interactive writing scenario, we develop two AI writing models to
generate writing structure and style predictions, respectively. The writing structure model gives
each sentence a research aspect label, indicating which aspect the sentence is describing among
the five categories (i.e., background, purpose, method, contribution/finding, and others). On the
other hand, the writing style model provides each sentence a style quality score assessing “how
well the writing style of this sentence can match well with the published sentences of the target
conference”. Based on the predictions of all sentences, we further use algorithms to integrate
all sentences’ predictions into the writing reviews.

Given this AI task, we deem that conversational XAI system should be prepared to answer
a wide range of knowledge gaps between the users and the AI models [155]. That says –
the conversational XAI system is able to answer a variety of XAI questions that cover different
perspectives of the system, including AI models, datasets, training and inference stages and
even system limitations, etc [212]. Therefore, we design the XAI questions around four
explanation goals, as illustrated in Table 6.1 (1), (a) understanding data, which uses data to
help contextualize users’ understanding of where they abstract sit in the larger distribution; (b)
understanding model, which provides information on the underlying model structure so users
can assess the model reliability; (c) understand instance, which allows users to ask questions
that dive into, each individual prediction unit (i.e., sentence). (d) improve instance, which goes
one step further than understanding, and targets the goal of helping people to improve their
writing by suggesting potential changes.

Embodied with the aforementioned two AI writing models and 8 types of AI explanations,
we build up a preliminary system of conversational AI explanations for scientific writing
support. The front-end user interface looks similar to Figure 6.1, which includes a human-AI
task panel on the left where users can inspect and edit their abstracts, and a conversational XAI
panel on the right where users interact with the XAI agent. In the human-AI writing task
panel, users can iteratively edit their abstracts, and submit them to receive AI assessments on
their writing structure and style.1 As for the conversational XAI panel, at the initial entry, the
panel provides a summary of the recommended edits (Figure 6.2A). Then, as participants dive
into each individual sentence, we allow them to select XAI methods they might find suitable
by clicking on the corresponding buttons (Figure 6.2B). The button-based design is inspired
by the standard interface for service chatbots [264], while participants were still allowed to

1As the writing models of the preliminary and formal conversational XAI systems are identical, we encourage
readers to refer to Section 6.4.2 for more details of all the writing models and reviews.
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just type their own questions. This setting is also similar to the existing XAI interactive
dialogue systems [232, 239], where they provide different formats of AI explanation for the
same prediction and evaluate human assessment on different explanations.

6.3.2.2 Participants and Study Procedure.

We recruited seven participants with diverse research backgrounds and experiences in the
formative study: 1 assistant professor, 2 Ph.D. students, 3 industry scientists or engineers,
and 1 master’s student working on HCI, NLP, and AI research (refer to Table B.1 for detailed
demographic statistics). The formative studies are conducted virtually via virtual conference
calls on Zoom. During this study, participants were asked to either bring one of their abstract
drafts or use one example provided by us. We conducted a semi-Wizard-of-Oz (WoZ) process
where we encouraged users to think aloud during asking AI explanations to the XAI agent,
with keeping in mind the goal of improving their abstract writing. One researcher, who had
several years of HCI and algorithmic AI explanation experience, acted as the XAI agent in this
WoZ setting. We collected users’ reflections on the system and summarized them into design
rationales below.

6.3.3 Design Rationales

While formative study participants all appreciated the access to multiple XAI methods, merely
listing all XAI options for human use is not enough. Instead, they were frequently overwhelmed
by the large number of options available. We combine their feedback with theoretic linguistic
properties of human conversation [100, 116], and propose the following for design requirements
for CONVXAI systems:

R.1 Multifaceted: CONVXAI system should provide diverse types and formats of AI ex-
planations for users to choose from, and use multi-modal visualization techniques to
display the explanations efficiently. As we have argued in Section 6.3.2), to satisfy diver
users needs [138, 212], it is imperative to provide multiple XAI types and formats.
Nevertheless, some formative study participants noticed that having all the explanations
displayed at once is overwhelming, and preferred to have a “overview first, details on
demand” structure [219]. I-6 discussed that “I can tell the system knows a variety of AI
explanations. However, it can be too much for me to understand all these explanations at
once. I would prefer to know the ‘big picture’ first, and then drill down with ‘some options’
as I need to dive deeper.”

R.2 Mixed-initiative: CONVXAI system should enable both user and XAI agent to initiate the
conversation. Especially, it should proactively speculate the XAI user needs and prompt
with next-step suggestions. One unique characteristic of conversations is mixed-initiative,
i.e., who drives the conversation [116]. Just as many existing conversational systems, we
aim to mimic human-human conversations where initiative shifts back and forth between
the human and the CONVXAI. This way, not only can the system answer users’ questions,
but it can also occasionally steer the conversation in different directions. In our study, we
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also found this to be quite essential, especially when users do not have a clear goal in mind
(e.g., “Which sentence in the abstract should I look into first?”).

R.3 Context-aware drill-down: CONVXAI system should allow users to drill down AI
explanations with multi-turn conversations with awareness of the context. Linguistic
theories model human conversation as a sequence of turns, and conversational analysis
theory [100] describes the complex dialogues as joining the basic units, named adjacency
pairs. This was also empirically validated in our pilot study. For instance, I-2 discussed
potentially switching between explanations based on current observations: “I might directly
ask the system how to rewrite the sentence to change this sentence into the background
aspect (i.e., “counterfactual explanation”). But if its rewritten sentences are not good
enough, I would check the most similar examples of background aspects to learn their style
and write on my own then (i.e., “similar examples”)”. Carrying over context throughout
the conversation without users repeating themselves too much is useful for making the
conversation natural and continuous.

R.4 Controllability: CONVXAI system should be able to generate customized AI expla-
nations that can satisfy the user needs and context. This includes both only displaying
explanations that are relevant to their questions (e.g., answer “why this prediction” with
feature attribution), and adjusting the explanation settings (e.g., number of important words
to highlight). As I-7 said – “I spent too much time on figuring out what each XAI means,
then I forget what I want to write in the abstract. It would be great if to give me the AI
explanations targeting my question and enable me to input some variables to generate the
XAIs I want. At the same time, users still preferred to have a default explanation first and
then provide options to control the variables or diver deeper into details, so they only need
to pay attention to parts that are worthy of personalization.

6.4 CONVXAI

Based on the use scenario and design principles, we present CONVXAI, a system that applies
conversational AI explanations on scientific writing support tasks, which incorporates the four
rationales into the system design. The system aims to leverage conversational AI explanations
on the AI writing models to improve human scientific writing. We extend the system developed
in the formative study, which consists of a writing panel and an explanation panel. The writing
panel is similar to the formative study, which can enable users to iteratively submit their paper
abstract and check the writing model predictions for each sentence. We introduce more details
of the scientific writing task and how the two writing models generate predictions and reviews
in Section 6.4.2. On the other hand, we significantly improve the conversational AI explanation
panel by incorporating the four design rationales described above (Section 6.4.1). Below, we
elaborate on the ten formats of AI explanations included in our CONVXAI system, how we
design the conversational XAI with the four principles, and the implementation of the system
pipeline with details (Section 6.4.3).
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A1

A2

A

B

Can you explain this review?

S3: we summarized all the collected CHI 
abstracts into five structural patterns, where we 
found your submission is closest to the pattern 
of 'background' (33.3%) -> 'purpose' (16.7%) 
-> 'method' (16.7%) -> 'finding' (33.3%). By 
using Dynamic Time Warping algorithm to 
analyze how to revise your submission to fit this 
sty le pat tern, the resul t suggested to 
describe background aspect but not purpose in 
this sentence.

To improve, you can check the most 
important words resulting in the prediction and 
further check how to revise input into another 
label . See XAI questions below:

How confident is the model 
for this prediction?

Given your selected sentence = “In this 
paper , we examine the Conversational XAI 
potential in the context of scientific writing.”, 
the model predicts a 'purpose' aspect label 
with confidence score = 0.9474.

The most likely counterfactual label is 'background'. You 
can get this label by revising into:

'the Conversational XAI potential in the context of scientific 
writing the Conversational XAI potential in the context 
of scientific writing ‘. 

I'm confident with this revision with confidence 
score=0.3882.

2 + background

The top-3 similar examples from the CHI dataset are 
(Conditioned on label=purpose):

sample-1137 - Our findings highlight trends that can drive 
critically needed digital health innovations for vulnerable 
populations..

sample-2239 - While urban design affects the public, 
most people do not have the time or expertise to 
participate in the process.

sample-2655 - The EL display is connected to planning 
software and illuminates the correct hole.

The top-2 similar examples from the CHI dataset are 
(Conditioned on label=background): 
sample-2307 - In response, we present Media of Things 
(MoT), a tool for on-location media productions. 
sample-14733 - To address this issue, we developed the 
Technology-Supported Reflection Inventory (TSRI), which 
is a scale that evaluates how effectively a system supports 
reflection.

C2 C3 C4

How can I revise the input to 
get a different prediction label?

Label Distribution Prediction Confidence

Similar Published Sentences

Important Words Counterfactual Prediction
Would you like to set another contrastive label to 
change to? Please type the label from 'background', 
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Figure 6.3: An overview of CONVXAI system. CONVXAI includes two writing models (A) to
generate writing structure predictions (A1) and writing style (A2) predictions. Furthermore, the
XAI agent in CONVXAI provides integrated writing review (B) followed by conversations with
users to explain the writing predictions and reviews. Especially, the dialogue flows are designed
to follow the four principles of “multifaceted” (C1), “mixed-initiative”(C2), “context-aware
drill-down”(C3) and “controllability”(C4).

6.4.1 Overview of User-Oriented CONVXAI Design

The final CONVXAI user interface is illustrated in Figure 6.3. We significantly revise the
underlying dialog mechanism based on the preliminary system according to the four design
rationales, so users can interact more smoothly with the XAI agent to cater to user demands.
We use Figure 6.3C to demonstrate the design.

To design CONVXAI to be mixed-initiative (R.2), we start the explanation dialog with a
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review summary of the writing structure model and style model’s outputs (Figure 6.3B). The
users can select any one sentence (in this case, the third sentence with the sentence id S3) in
this suggestion list to dive in, and start a conversation session on the sentence. Uniquely, to
maintain multifaceted explanations (R.1) without overwhelming users, we add an additional
explanation type, understand suggestion — answering questions like “Can you explain this
review” — which provides general contextualization on a given suggestion (Figure 6.3C2). To
make it serve as proactive guidance towards more sophisticated XAI methods, the agent also
initiates a prompt message “to improve...” with a subset of relevant XAIs, based on the “guess”
that users would want to improve their writing at this point.

To enable context-aware drill down (R.3), the user questions as well as agent answers are
considered subsequently. For example, in Figure 6.3C3, the user receives a review suggesting
to describe background aspect instead of purpose aspect for the selected S3. The user firstly
wants to know how confident the model makes this prediction. Given the model confidence is
quite high (around 0.95), she wanted to know how much she has to change in order to receive a
different label. The agent directly contextualizes these questions based on the suggested change
in Figure 6.3C2 (“suggested to describe background”), and responds with a rewrite for the
label background without having to double-check with the user first.

Still, the default may not reflect users’ judgment in some cases. To mitigate potential wrong
contextualization, we make the agent always proactively initiate hints for controllablity (R.4),
e.g., “would you like to...” at the bottom of Figure 6.3C3. Figure 6.3C4 provides a more concrete
example: when the user asks for similar sentences published in the targeted conference, the
XAI agent responds to the top-3 similar examples conditioned on the predicted aspect (i.e.,
purpose) by default. However, as the user is suggested to rewrite this sentence into background,
she requests for the top-2 similar sentences which have background labels by specifying “2 +
background”, so to use those examples as gold ground truths for improving her own writing.

6.4.2 Human-AI Scientific Writing Task

We aim to provide two sets of writing support: (1) whether the abstract follows the typical
semantic structure of the intended submission conferences, and (2) whether the abstract writing
style matches with the conference norm. To do so, we leverage two large language models to
generate predictions for each abstract sentence.

First, we use a writing structure model to assess the semantic structure by assessing if the
abstract sufficiently covers all the required research aspects (e.g., provide background context,
describe the proposed method, etc.) [96] (Figure 6.3A1). We create the model by finetuning
SciBERT-base [13], a pre-trained model specifically captures scientific document contexts,
on the CODA-19 datasets [96], which annotates each sentence in 10,000+ abstracts by their
intended aspects, including Background, Purpose, Method, Finding/Contribution, and Other
in the COVID-19 Open Research Dataset. The model achieves an F1 score of over 0.62 for
each aspect and an overall accuracy of 0.7453. The model performance is demonstrated in
Appendix B.0.2A.
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While this model provides per-sentence predictions, the quality of an abstract depends
more on the sequence of sentence structures. For example, “background” sentences should
not be too many and should be primarily before “purpose” and “method”. To support abstract
improvement, we further implement a pattern explanation wrapper on top of the model, which
suggests writers change some sentences’ aspects to reach a better aspect pattern. For example,
“background” sentences should not be too many and should be primarily before “purpose” and
“method”. Therefore, we provide structure pattern assessment, which suggests writers change
some sentences’ aspects to reach a better aspect pattern. Specifically, for each conference (e.g.,
ACL), we clustered all abstracts in the conference into five groups and extracted the centers’
structural patterns as the benchmark (e.g., “background” (33.3%) -> “purpose” (16.7%) ->
“method” (16.7%) -> “finding” (33.3%)). Afterward, we compare the submitted abstract’s
structural pattern with the closest pattern using the Dynamic Time Warping [164] algorithm
to generate the structure suggestion for writers. See the extracted structural patterns for all
conferences in Appendix B.0.2B.

Second, we use a writing style model to predict the style quality score for each sentence, and
check if the writing style matches well with the target conference. As we intend first to support
abstract improvement in the CS domain, we collect 9935 abstracts published during 2018-2022
from three conferences with relatively diverse writing styles, namely ACL (3221 abstracts),
CHI (3235 abstracts), and ICLR (3479 abstracts), which are representatives of the top-tier
conferences in Natural Language Processing, Human-Computer Interaction, and Machine
Learning domains. More data statistics of the three conferences are in Appendix B.0.2C. To
represent raw writing style match, we use the style model to assign a perplexity score [109] for
each sentence, which is a measurement that approximates the sentence likelihood based on the
training data. Further, since the perplexity score is quite opaque, we add a normalization layer
for better readability. Specifically, we categorize the quality scores into five levels (i.e., score =
1 (lowest) to 5 (highest)), which is similar to the conference review categories that writers are
familiar with. To achieve these five levels, for each conference, we got the distribution of all
sentences’ perplexity scores, and computed the [20-th, 40-th, 60-th, 80-th] percentiles of all the
scores, then divided all scores based on these percentiles. See the quality score distribution in
Appendix B.0.2D.

To provide better overviews, we further offer an overall, abstract-level assessment by
averaging its “overall style score” and “overall structure score”. The “overall style score”
is computed by averaging all sentences’ quality scores. Whereas we compute the “overall
structure score” as overall structure score = 5−0.5∗#structure comments,
where #structure comments means the number of structure reviews.
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6.4.3 A Unified Interface for Heterogeneous XAIs via Conversa-
tions

6.4.3.1 CONVXAI conversational XAI pipeline.

We develop the CONVXAI system to include a web server to host the User Interface (UI), and
a deep learning server with GPUs to host both the writing language models and AI explanation
models. We mainly describe our implementation of the conversational XAI agent module
below. Specifically, we develop the conversational XAI pipeline from scratch based on the
Dialogue-State Architecture [3] from the task-oriented dialogue systems. The pipeline consists
of four modules including a Natural Language Understanding module that classifies each XAI
user question into a pre-defined user intent, which is mapped into one type of XAI algorithm.
The second module, named AI Explainers is for generating ten types of AI explanations. Then
the output is connected to the third module, named Natural Language Generation, to generate
natural language responses that are friendly to users. On top of the pipeline, we include a
Global XAI State Tracker, to record users’ turn-based conversational interactions, including
user intent transitions and the users’ customization on AI explanations. We introduce more
implementation details below.

• Natural Language Understanding (NLU). This module aims to parse the XAI user
question and classify the user intent into which types of AI explanations they may need.
We currently design the intent classifier to be a combined model of a rule-based classifier
and a Deberta-based model. We trained the Deberta-based classifier [? ] to do the intent
classification, where we classify each user question into one of the eleven pre-defined
XAI user intents (i.e., ten user intents and the “others” type).

• AI Explaners (XAIers). Based on the triggered XAI user intent, this module selects
the corresponding AI explainer algorithm to generate the AI explanations. Currently,
we implemented the AI Explainers to include ten XAI methods to answer the ten XAI
user questions listed in Table 6.1 correspondingly. Furthermore, we design a unified API
to generate heterogeneous AI explanations to implement this AI Explainer, which can
incorporate the four principles discussed above. For example, the AI Explainers enables
users to input the personalized variable (e.g., how many similar examples to explain) they
need, and the AI Explainers will feed the “user-defined” variable into the AI algorithm to
generate “user-customized” AI explanations.

• Natural Language Generation (NLG). Given the outputs from the AI Explainers, we
leverage a template-based NLG module to convert the generated AI explanations into
natural language responses. Note that we especially design the NLG templates to be
multi-modal, so that it enables both free-text responses and visual-assisted responses
(e.g., heatmap to explain feature attributions) to meet users’ needs.

• Conversational XAI State Tracker. As our CONVXAI empowers users to choose
from multiple types of XAI methods, drill down to AI explanations and make XAI
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customizations. We specifically design the global Conversational XAI State Tracker to
record users’ turn-based conversational interactions. Particularly, we record the turn-
based user intent transitions and the users’ customization on AI explanations.

Overall, we design the conversational XAI pipeline to be model agnostic and XAI algorithm
agnostic. This enables the CONVXAI system to be naturally generalized to various AI task
models and AI explanation methods.

6.4.3.2 Embodying Heterogenous AI Explanations in CONVXAI.

Here, we provide technical details on all the explanation methods enumerated in Table 6.1.
First, understanding data and model requires more global explanations that summarize the
training data distribution as well as the model context. For the data, we include data sheets [70]
for the datasets used. We further compute important attribution distributions, including the
quality scale mentioned above, the structure label distribution, and the sentence length. Such
information also helps users contextualize where their abstract sits on the distribution. Similarly,
for providing sufficient model information, we incorporate model cards [156] for SciBERT and
GPT-2, and adjust them based on our finetuning data.

Second, for understanding and improving models, we leverage the state-of-the-art XAI
algorithms to generate local AI explanations. This includes:

• Prediction confidence, which is the probability score after the softmax layer of the
SciBERT model reflecting model prediction certainty. This explanation is only provided
for the writing structure model.

• Similar examples, which retrieves semantically similar sentences published in the target
conference to be referenced. We assess this with the dot product similarity of the sentence
embeddings [179] (derived from the corresponding writing assistant models). This is
provided for both writing structure and style models. 2

• Important words, which aims to highlight the top-K words that attribute the writing
model to the sentence prediction. We leverage the Integrated Gradient approach [163] to
generate the word importance score (i.e., attribution).

• Counterfactual Predictions, which re-writes the input sentence with a desired aspect
while keeping the same meaning. We design an in-context learning approach using
GPT3 [18] to re-write sentences. Given an input sentence, we first retrieve the top-5
semantically similar sentences for each of the five aspects from the collected CS-domain
abstracts (the semantic similarity between sentences is measured by the cosine similarity
over sentence embeddings [188]). A total of 25 examples would be extracted dynamically
and form a prompt using the template “{example sentence} is labeled {aspect}”. After

2Note that we deem similar examples useful mostly because users also tend to learn about the writing
academic writing styles through mimicking published papers, but whether such reference counts as (or encourages)
plagiarism is an open question that needs investigation.
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showing 25 examples, we add “Rewrite {input sentence} into label {desired aspect}” to
the prompt. GPT3 then follows the instruction to generate a modified sentence with the
desired aspect label.

Finally, as described in Section 6.4.1, we further add understanding suggestions to answer
the general question of “how did the system generate the suggestions?”, and provide pointers to
other finer-grained explanations methods. We create “suggestion explanations” for each piece
of writing feedback. Particularly, we create one template for writing structure review, writing
style review, and sentence length review, respectively. In each template, we describe how we
compare all predictions in the abstract with the target conference data statistics to generate
the corresponding review. Then we initiate an “improving message” aiming to guide users in
how to use XAI to improve their writing, this message includes the buttons of potential XAI
methods that we deem users might use for resolving this review (as one example shown in
Figure 6.3).

6.4.4 Implementation Details

We develop CONVXAI as a stand-alone system independent of any platforms. The front-end of
CONVXAI is built on the open-source Flask codebase with HTML, CSS, and Javascript codes
hosted on a web server. On the other hand, the back-end of CONVXAI is a deep learning server
with GeForce RTX 2080 GPUs hosting AI writing models and the conversational pipeline to
generate heterogeneous AI explanations in Python and PyTorch. We also refer to ParlAI [?
] to develop the conversational AI pipeline in CONVXAI. The front-end and back-end of
CONVXAI communicate with the WebSocket protocol using the Socket.IO library and save
all CONVXAI data in the MongoDB database. Around 4,300 lines of font-end codes and
6,500 lines of back-end codes are added, resulting in around 10,800 lines of code in the final
CONVXAI. Furthermore, to better generalize the unified API for conversational XAI for future
study, we extract the core unified API in CONVXAI into a Notebook3 for further research
reference.

6.5 User Studies

We conducted two within-subjects human evaluation studies, where we compare the proposed
CONVXAI against SELECTXAI, a GUI-based universal XAI system. The user study aimed to
investigate how users leverage the XAIs systems to better understand the AI writing feedback
and improve their scientific writing. We particularly designed the study to consist of (1) an
open-ended writing task to evaluate the effectiveness of user-oriented design in the system,
and (2) a well-defined writing task to investigate how systems can help users improve their
scientific writing process and output in practice. Specifically, we pose the following research
questions:

3See the unified API of conversational XAI at: https://github.com/huashen218/convxai/
blob/main/notebook_unified_XAI_API/convxai_unified_api.ipynb
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Figure 6.4: An overview of SELECTXAI system. Similarly, it includes (A) two writing models
to generate writing structure predictions, and (B) integrated writing review followed by (C)
static XAI buttons to show and hide the explanations.

• RQ1: Can user-oriented design in CONVXAI help humans better understand the AI
feedback and perceive improvement in writing performance?

• RQ2: Can the CONVXAI be useful for humans to achieve a better writing process and
output?

• RQ3: How do humans leverage different AI explanations in CONVXAI to finish their
practical tasks?

6.5.1 Task1: Open-Ended Tasks for System Evaluation

Can CONVXAI help users to better understand the writing feedback and improve their scientific
writing? What designs support this purpose? With these questions kept in mind, we conduct
a within-subject user study comparing CONVXAI with a SELECTXAI baseline interface.
Following the study, we ask participants to comment on the systems and examine how they use
the CONVXAI to improve their writing by observing their interaction process.

6.5.1.1 Study Design and Procedure

Participants and SELECTXAI System.

We recruited 13 participants from university mailing lists. All the participants had research
writing experience, resided in the U.S. and were fluent in English. The group has no overlap
with the formative study participants, none of them had used CONVXAI prior to the study.
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Each study lasted for one and a half hours. The participant was compensated with $40 in cash
for their participation time.

We ask each participant to compare CONVXAI with a baseline system, named SELECTXAI,
shown in Figure 6.4. The SELECTXAI system also consists of all the AI explanation formats
included in CONVXAI. However, it statically displays all the XAI formats on the right-hand
view panel instead of using dynamic conversations to convey XAIs. To display all the XAI for
each sentence, users can select a sentence from the left writing editor panel to be explained,
then generate all XAI formats by clicking a trigger button at the right panel. As a result, users
can view all XAI formats with each having a button to control hiding and showing the AI
explanations results. In other words, SELECTXAI remains multifaceted (R.1) and somewhat
controllable (R.4), but does not have drill-down (R.3) or mixed-initiative properties (R.2).

Study Procedure.

We conducted within-subjects study where we have the same users to interact with both the
proposed CONVXAI system and SELECTXAI baseline system. Each user study consists of
three steps where i) we first instruct each user how to use the CONVXAI and SELECTXAI
systems by showing them a live demo or recorded videos. They can stop the instruction anytime
and ask any questions about the tutorials. ii) After the system tutorials, we invited the users
to explore both CONVXAI and SELECTXAI systems with the pre-defined order. Particularly,
we randomized the orders of all 13 studies. As a result, we ask 7 participants to start with the
CONVXAI group, and 6 participants to start with the SELECTXAI group. iii) Finally, we ask
the users to fill in a post-hoc survey including two demographic questions and 14 questions
rating their user experience on 5 points Likert scale. We further ask them three open-form
questions after the survey to interview their opinions about the CONVXAI and SELECTXAI
systems.

During the step ii) and iii), we recorded the video of the process, and encouraged them to
think aloud. Besides, we designed the users to evaluate two systems either both with their own
papers or both with the examples we provide. We encouraged users to use their own paper
drafts where users had more incentives to improve their writing. As a consequence, 12 out of
13 users submit their own drafts or published papers.

6.5.1.2 Study Results

We first look into the overall usefulness of CONVXAI, and answer the question: is CON-
VXAI useful for users’ ultimate goal of understanding and improving their abstract quality
(RQ1)? We summarize participants’ ratings on the two systems, CONVXAI and SELECTXAI,
in Figure 6.5. We performed the non-parametric Wilcoxon signed-rank test to compare users’
nominal Likert Scale ratings and found that participants self-perceived CONVXAI to help
them to better understand why their writings were given the corresponding reviews
(CONVXAI 4.07± 1.18 vs. SELECTXAI 3.69± 1.37, p = 0.036, Figure 6.5A). . They also
felt that CONVXAI helped them more in improving their writing (4± 0.91 vs. 3.53± 0.77,
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Figure 6.5: Analyses on users’ self-ratings on their experiences playing with CONVXAI and
SELECTXAI. They self-rated CONVXAI to be better on all dimensions, and most significantly
on the usefulness of mix-initiative and multifaceted functionality.

p = 0.019, Figure 6.5B). The helpfulness are likely because participants can more effectively
find answers to their diverse questions, which we detail in Section 6.5.1.2.

Besides their promising self-reflection, 3 out of 13 participants actually edited and iterated
their abstracts in CONVXAI. They all successfully addressed the AI-raised issue (i.e., the
corresponding suggestion disappeared when they re-evaluated the edited version). However,
the other 10 participants showed low incentive to revise the published abstracts. Through
interviews, we summarize some challenges they faced in interacting with the current CONVXAI
in Section 6.6.2. Through the study observations and free-form question interviews with users,
we obtained that 9 out of 13 participants prefer to use CONVXAI than SELECTXAI system
for improving their scientific writing. We conjecture that this might primarily result from
CONVXAI’s ability to answer user questions more sufficiently, efficiently, and diversely. More
specifically, the benefit comes from three dimensions:

First, CONVXAI reduces users’ cognitive load digesting the available information. 9
participants were overwhelmed by SELECTXAI, and complained that they had to manually
click through all the available buttons before they realize all of them contain explanations in
the exact same sentence. In contrast, CONVXAI releases the same information more gradually
through the back-and-forth conversations. Participants especially appreciated that the initial
suggestions from CONVXAI (mixed-initiative, R2 ), as it enables them to interact with the
system without having to understand its full XAI capability (unlike in SELECTXAI). For
example, P12 pointed out, “it is very helpful that the XAI agent can give me some hints on
using the AI explanations. Especially when I’m a novice of scientific writing and AI explanation
knowledge, this helps me get involved in the system more quickly.” Indeed, this is also reflected
in participants’ ratings: in Figure 6.5E, participants found CONVXAI helped them figure
out how to inquiry about a sentence (CONVXAI 4.23 ± 0.83 vs. SELECTXAI 3.77 ± 1.09,
p = 0.001). Additionally, it is important that the CONVXAI is robust in detecting user intents,
such as being tolerant of user input typos. As P1 and P2 mentioned, “I really like the CONVXAI
that allows my typos by only capturing the keywords, so that I don’t need to memorize much
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knowledge for using the system.”

Second, CONVXAI enables users to pinpoint the XAI questions efficiently. We quantified
the types of questions participants frequently asked, and found 9 out of 13 participants had
explicit preferences for using some specific AI explanations formats. Among these 9 users,
66.67%, 55.56%, and 33.33% participants primarily used counterfactual explanation, similar
example, and feature attribution explanations, respectively. This suggests that, indeed, people
have different kinds of questions and XAI needs. Participants liked that they could take the
initiation and prioritize their own needs, and simply query the associated XAI through the
dialog, whereas in SELECTXAI, “I just go over all the explanations and read everything, for
some of the explanations I just don’t care, this is somehow a bit overwhelming to me.” (P3)
This also means they were much less likely to be distracted by duplicate details (e.g., P1: “I
only need to understand the general information about the model and data at the very beginning,
after that, I don’t need to check it repeatedly every time for each sentence.” ), or explanations
irrelevant to their questions. As a result, they rated CONVXAI to provide explanation more
easily and more naturally ( CONVXAI 4.0 ± 0.91 vs. SELECTXAI 3.3 ± 1.25, p = 0.008,
Figure 6.5C).

Interestingly, having users to self-initiate questions brought an unexpected benefit — it
helps users think through the writing and what they actually want to understand. As P6 said,

“Compared with SELECTXAI, CONVXAI slows down the interaction and gives me the time and
incentive to think about what I want the robot to explain.” P4 also pointed out, “The follow-up
hints inspire me to think more about how to use the XAI for my writing.” This somewhat
echoes prior work that showed pairing humans with slower AIs (that wait or take more time
to make recommendations) may provide humans with a better chance to reflect on their own
decisions [177].

Third, CONVXAI provides sufficient AI explanations crafted for user need. Interestingly,
though CONVXAI and SELECTXAI implemented the same amount of explanation types and
participants were overwhelmed by SELECTXAI, they still rated CONVXAI to have a more
sufficient amount of explanations (multi-faceted, CONVXAI 4.23 ± 1.09 vs. SELECTXAI
3.31± 1.03, p = 0.007, Figure 6.5D). CONVXAI’s controllability (CONVXAI 4.08± 0.95 vs.
SELECTXAI 3.46± 1.45, p = 0.014, Figure 6.5G) played an important role here (CONVXAI
4.07 ± 0.95 vs. SELECTXAI 3.46 ± 1.45, p = 0.001, Figure 6.5E). Participants mentioned
that it is essential for them to customize how their questions were answered, and were satisfied
that they could customize the level of details in one XAI type (e.g., number of similar words
in feature attribution, targeted label in counterfactual prediction, etc.), whereas SELECTXAI
did not provide the same level of control (as per status-quo). We observe all (13 out of 13)
participants performed the personalized control on generating AI explanations during the user
study.

The ability to drill down was equally important. We saw users performing different kinds
of follow-ups based on their current explorations. For instance, as P5 mentioned, “I would
first check the model confidence explanation, if the confidence score is low, I would directly
ignore this sentence prediction which makes my writing much easier. However, if the confidence
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Figure 6.6: Evaluation of Productivity (A), Perceived Usefulness (B), and Writing Per-
formance (C) measurements to assess users’ writing performance in Task2. (A) We deploy
Productivity with three auto-metrics including “Edit Distance”, “Normalized-Edit-Distance”,
and “Submission Count”. (B) We ask users to rate their perceived system usefulness for
improving “Overall Writing”, “Writing Structure”, and “Writing Quality”. (C) We evaluate
writing outputs using both auto-metrics (i.e., “Grammarly”, “Model Quality”, and “Model
Structure”), and human evaluation (i.e., “Human Quality” and “Human Structure”).

score is high, I will use the counterfactual explanation to check how to revise this sentence.”
Participants also mentioned “the function of enabling users to generate these personalized
explanations are the most important features” resulting in why they prefer CONVXAI over
SELECTXAI systems. Like P8 pointed out, “I think SELECTXAI has the advantage of easier to
use because the learning curve is short. However, I would still prefer CONVXAI because it can
provide me with much more explanations that I need.” To better understand users’ preferences
on explanations, we summarize some use patterns in CONVXAI in the next section.

6.5.2 Task2: Well-defined Tasks for Writing Evaluation

To answer RQ2, we further evaluate participants’ productivity and writing output quality to
assess the usefulness of CONVXAI and SELECTXAI on human writing performance in Task 2.

6.5.2.1 Study Design and Procedure

Participants and Grouping. We recalled 8 users, who have joined Task1 and been familiar
with the system, to participate in Task2 again. There are two reasons to recruit the same group
of users again: i) the experience in Task 1 could help users reduce their learning curve and
cognitive load on familiarizing the XAIs and systems. Therefore, users can focus more on the
writing process; ii) this design can potentially provide a temporal change in user behaviors on
leveraging the systems. To conduct rigorous human studies, we divide 8 users into 4 pair of
groups, with groups’ research domains lying in “NLP”, “HCI”, “AI”, and “AI”, respectively.

Study design and paper selection. Similar to Task1, we also conducted a within-subjects
study, but with the objective of evaluating users’ scientific writing outputs with the help of
CONVXAI and SELECTXAI systems. For each group of two users, we ask them to rewrite the
same two papers asynchronously, with a reverse order of system assistants. For instance, within
the same group, user1 rewrites with ‘paper1-CONVXAI’ followed by ‘paper2-SELECTXAI’
settings, whereas user2 rewrites with ‘paper1-SELECTXAI’ and ‘paper2-CONVXAI’ settings
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successively. Hence, these settings eliminate the correlations between papers and system types
and orders. Afterward, we evaluate the users’ writing outputs and experience with a set of
metrics, including a real-human editor evaluation, a set of auto-metrics, and a post-survey.

For a fair comparison, we pre-selected eight papers (i.e., 2 papers * 4 domain groups)
for users to rewrite, which are recently submitted to arXiv (i.e., around Nov/29/2022) within
the domains of Artificial Intelligence4, Computation and Language5, and Human-Computer
Interaction6. Also, we followed a set of rules during paper selection: i) The papers are not in
the top-5 best papers ranked by the editor and accepted by journals or conferences; ii) Users
don’t need specialized domain knowledge to improve writing. (e.g., no need to read the whole
paper’s contents to improve the writing); iii) The AI aspect labels and quality score predictions
are correct (checked by the authors). During the study, we also recorded a video of the process
and encouraged the participants to think aloud.

6.5.2.2 Study Results.

We evaluate participants’ scientific writing performance quantitatively in terms of productiv-
ity and writing performance (i.e., how many changes have been made and whether the improved
writing outputs are scored better). Akin to Task1, we also qualitatively assess participants’
perceived usefulness with 5 points likert scale from the post-survey.

Productivity. We evaluate productivity with respect to the “Edit-Distance” and the “Normalized-
Edit-Distance” (“Normalized-ED”) between the original paper abstract and the modified version
from participants. We leverage Damerau–Levenshtein edit distance [39, 132] and its normalized
version [268] to compute these two metrics. From Table 6.6 (A), we observe that participants’
edit distance using the CONVXAI is 43.09% (i.e., M=56.88 vs. M=39.75) higher than that
using SELECTXAI in average, meanwhile, the normalized edit distance is 35.29% (M=0.276
vs. M=0.204) higher comparing CONVXAI and SELECTXAI as well. This demonstrates that
the CONVXAI is potentially useful to help users make more modifications to writing than that
using the SELECTXAI system.

Besides, we also record the “Submission” counts representing how many time the users
modified their draft and re-submitted to the systems. Table 6.6 (A) shows participants submitted
99.81% more times with CONVXAI than using SELECTXAI during the writing, with a
statistically significant difference (p=0.0045). This result also indicates users tend to interact
and submit more with CONVXAI than SELECTXAI for rewriting the abstracts.

These findings are consistent with the users’ think-aloud notes, in which most of them
preferred to use the CONVXAI than SELECTXAI for improving writing. Like P5 (who uses
SELECTXAI first followed by CONVXAI) mentioned, “I somehow struggled with using the

4https://arxiv.org/list/cs.AI/recent.
5https://arxiv.org/list/cs.CL/recent
6https://arxiv.org/list/cs.HC/recent
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Figure 6.7: User demands analysis during using CONVXAI to improve scientific writing
in Task 1 and Task 2. Particularly, (1) We ranked the top-2 most frequently requested XAI
methods by each user ID in Task 1(A). (2) We compute all the users’ question amounts for
each of the 10 XAI methods in (B) Task 1 and Task 2.

SELECTXAI system because it provides very limited help. But I kind of started enjoying the
writing process with the help of CONVXAI. ”

Writing Performance. To understand whether CONVXAI can actually help users improve
writing outputs, we compare the abstracts before (i.e., Original) and after (i.e., Improved)
editing with CONVXAI and SELECTXAI as shown in Table 6.6. We evaluated abstracts using
three different measurements: (i) Grammarly, (ii) CONVXAI’s built-in models, and (iii) human
evaluation. To measure the abstract quality with Grammarly, we set Grammarly’s suggestion
goal as audience = expert and formality = formal, manually copy-and-paste all the abstracts
to Grammarly, and record the scores. Besides, we also adopt the two CONVXAI’s built-in
models, including the writing style model and the writing structure model. We leverage them
to measure abstracts’ language quality and abstract structure, respectively. These scores are
also the AI scoring feedback for users during their writing tasks. For human evaluation, we
hire one professional editor to rate abstracts’ quality in terms of language quality and abstract
structure. Note that it is difficult to find an expert who is experienced in reviewing abstracts of
all “NLP”, “HCI”, and “AI” domains. Therefore, we are also aware of the limitation of these
human evaluations.

All scores are demonstrated in Table 6.6 (C). We can observe that, by comparing with
Original scores, both CONVXAI and SELECTXAI are useful for humans to improve
their auto-metric writing performance, including the “Grammarly”, “Model Quality”, and
“Model Structure” scores. Furthermore, CONVXAI specifically outperforms SELECTXAI
on Grammarly and writing quality metrics, indicating that CONVXAI can potentially help
users to write better grammar-based and style-based sentences in scientific abstracts than
SELECTXAI. On the other hand, the human editor’s evaluation shows inconsistent results,
where CONVXAI and SELECTXAI can both improve the writing Structure evaluations,
but not in the Quality metric. To probe the inconsistency between human and auto-metric
evaluations, we further compute the Pearson correlation between the model scores and the
human ratings and find that both quality and structure are negatively correlated or not correlated
(quality: -0.0311 and structure: -0.1150), showing that there is a misalignment between humans
and models.
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Therefore, we posit that both universal XAI systems, including CONVXAI and SELECTXAI,
are useful to improve human writing performance under auto-metric evaluations. Particularly,
CONVXAI can outperform SELECTXAI in terms of grammar and style-based writing quality.
Besides, as the human is not aligned with model evaluations based on Pearson correlations,
the improvement failed in the human quality metric. This negative finding actually provides
valuable insights into the importance of aligning the human judgment and model objective in
AI tasks, so that users can use the systems to effectively reach both improvement goals.

Perceived Usefulness. In the post-survey, we also ask users to rate their perception of system
usefulness in terms of assisting their abstract writing. We particularly measured the users’
perceived usefulness on “Overall Writing”, “Writing Structure” improvement, and “Writing
Quality” improvement. We design these three metrics to be consistent with the feedback from
the AI writing models. Shown in Table 6.6 (B), we can see participants perceived CONVXAI
to be 1 (out of 5) point higher than SELECTXAI in terms of use on all writing aspects. At the
end of the survey, we further ask which AI explanations or system functions they perceived to
be most useful, we elaborate on this finding in Sec 6.5.3 below.

6.5.3 Usage Patterns with CONVXAI

We propose CONVXAI based on the statement that universal XAI interfaces are important for
satisfying user demands in real-world practice. In this section, we provide practical evidence
to support that the universal XAI interface is indeed a necessary design of useful XAI for
real-world user needs.

By reviewing all 11 (from Task 1) and 8 (from Task 2) recorded study videos, we collected
all the users’ XAI question requests when they leverage CONVXAI to improve writing. In total,
there are 95 and 92 XAI user requests in Task 1 and Task 2, respectively. Based on analyzing
these XAI user requests., we demonstrate Figure 6.7 to provide detailed insights on practical
user demands. More specifically, in Figure 6.7 (1), we visualize each individual user’s top-2
priority in using the different XAI methods. In Figure 6.7 (2), we accumulate all users’ requests
on each XAI method to visualize the usage distribution among the ten XAI methods. We also
separately visualize Task 1 and Task 2 in order to observe the temporal usage patterns on XAI
methods. We summarize our findings in detail below.

6.5.3.1 Different users prioritize different AI explanations and orders for their needs.

First, focusing on the same task but with different users, we observe that different users
often prioritize different types of AI explanations even within the same task. In specific,
for Task 1 shown in Figure 6.7 (A1), although 9 users (i.e., 1,2,3,4,6,7,8,9) prioritize using
“Examples” explanations, the other 2 users (i.e., 5,11) leverage “Attributition” and “Confidence”
explanations most in their writing task 1. Besides, the 2nd-popular AI explanations of the 11
users are scattered among all the 10 XAI types without a unified pattern.

Additionally, in Task 2 with Figure 6.7 (B1), we can see users’ top2 explanations are
converging into instance-wise explanations (i.e., “Attribution”, “Counterfactual”, etc). In
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specific, 7 out of 8 users prioritize “Counterfactual” and the other one leveraged “Example”
explanation the most. This is also consistent with the user’s think-aloud observation. For
instance, P5 lacks an AI background and didn’t understand what “Prediction Confidence”
means in this situation, whereas P11 mentioned “model confidence is the first explanation I’ll
ask to decide whether I’ll ignore the prediction or continue the explanations.”

Furthermore, we accumulate the users’ XAI request counts for each XAI type and show the
results of Task 1 and Task 2 in Figure 6.7 (A2) and (B2), respectively. We can observe that
although user needs are often dominated by one XAI type (“Example” and “Counterfactual” in
Task 1 and 2, respectively), users also leverage CONVXAI to probe a wide range of other XAI
types, such as “XAI tutorial”, “Confidence”, “Attribution”, etc.) In short, these findings validate
that it is important to use the universal XAI interface like CONVXAI, which can accommodate
different users’ backgrounds and practical demands.

6.5.3.2 User demands are changing over time.

In addition, we focus on the changes of user demands over time. We specifically compare
the same user group’s XAI needs in the two Tasks. By comparing Figure 6.7 (A1) vs. (B1),
we can see that the top of users’ XAI demands is gradually converging into the instance-
wise explanations, including “Counterfactual”, “Example”, “Confidence”, “Tutorial” and
“Attribution” explanations.

This can be further verified by comparing Figure 6.7 (A2) vs. (B2). We can see that i) user
demands in Task 2 are highly skewed to “Counterfactual” explanations, which are two times
more than the “Example” explanation ranked as top in Task 1. ii) Users leverage much less and
even no global information explanations (e.g., “Data”, “Model”, “Length”, etc) in Task 2. This
is also consistent with the user think-aloud notes, where P4 pointed out “After I know these
data and model information, I might not need them again a lot, unless I need this information
to analyze each sentence’s prediction later.”

This again shows that it is important to design XAI systems to be a universal yet flexible
XAI interface, as CONVXAI, to capture the dynamic changes of user needs over time.

6.5.3.3 Proactive XAI tutorials are imperative to improve the XAI usefulness.

Both our pilot study and the two tasks illustrate that providing users with instructions on
how to use XAI is crucial. Particularly, echoing the “Mixed-initiative” design principle, we
proactively give hints of XAI use patterns (i.e., how to use AI explanations) for improving
writing during the conversations. In Table 6.2, we exemplify a set of user patterns to resolve
different AI writing feedback.

From Figure 6.7 (A1) and (B1), we can observe that 72.73% (8 out of 11) users and 37.5%
(3 out of 8) users prioritize “Tutorial” explanations as top-2 during Task 1 and 2, respectively.
Similarly, in Figure 6.7 (A2) and (B2), the accumulated counts of “Tutorial” explanations
also ranked within top-3 in both Task 1 and 2, indicating a high user demand for checking
tutorial/hints of XAI usage patterns.
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Table 6.2: Examples of Use Patterns shown in the “Tutorial” explanations suggested by the
CONVXAI system.

Furthermore, we also observe a decreasing trend of “Tutorial” explanation needs over time
by comparing Task 1 and Task 2. This potentially indicates that users are gradually being more
proficient in using AI explanations for their own needs.

6.5.3.4 XAI Customization is crucial.

By observing the think-aloud interviews in the two tasks, we deem one fundamental reason
that CONVXAI outperforms SELECTXAI is that it provides much more flexible customization
for the user request. This corresponds to the “Controllability” design principle derived from
the pilot study as well. Note that we only design 3 out of 10 AI explanations to enable XAI
customization. Particularly, we allow users to specify one variable (i.e., “target-label”) for
generating “Counterfactual” and “Attribution” explanations, and four variables (i.e., “target-
label”, “example-count”, “rank-method”, “keyword”) to generate “Example” explanations.

Importantly, by visualizing Figure 6.7 (A2) and (B2), we observe that there are 22.11% and
40.22% practical user requests for XAI customization in Task 1 and 2, respectively. Besides,
all users in both Task 1 and 2 requested XAI customization during their studies. These findings
indicate that enabling users to customize their personal XAI needs is crucial in practice.

6.5.3.5 Same feedback can be resolved with different AI explanations.

Additionally, we observe that the same writing feedback can be resolved with different AI
explanations. As shown in Table 6.2, we demonstrate two use pattern examples to resolve each
type of AI prediction feedback as the “hints” of how to use XAI within CONVXAI systems.

Correspondingly, we also find different users choose different AI explanations to resolve
similar problems. For instance, when users receive a suggestion to rewrite the sentence into
another aspect label, some participants directly ask for counterfactual explanations to change
the label (e.g., P1, P7, P8), whereas others might refer to similar examples to understand
the conference published sentences first, and then revise their own writings (e.g., P2, P6, P9,
P11). Further, even the same people could use different XAIs based on different scenarios.
As P1 mentioned “If time is urgent, I’ll use counterfactual explanation because they are
straightforward. However, when I have more time, I’ll use similar example explanations
because I can potentially learn more writing skills from them.”
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6.6 Discussion and Limitations

In this work, we propose CONVXAI as a unified XAI interface in the form of conversations.
We especially incorporate practical user demands, representing as the four design principles
collected from the formative study, into the CONVXAI design. As a result, users are able to bet-
ter leverage the multi-faceted, mixed-initiated, context-aware, and customized AI explanations
in CONVXAI to achieve their tasks (e.g., scientific abstract writing). The CONVXAI design
and findings can potentially shed light on developing more useful XAI systems. Additionally,
we have released the core codes of unified XAI APIs and the complete code base of CONVXAI.
The CONVXAI can be generalized to a variety of applications since the unified XAI methods
and interface are model-agnostic.

In this section, we further elaborate on the core ingredients for useful XAIs based on user
study observations with CONVXAI, the system generalizability, and the empirical limitations.
As a novel model of a unified XAI interface using conversations, we believe it provides a
valuable grounding on how future conversational XAI systems should be developed to better
meet real-world user demands.

6.6.1 Crucial Ingredients of Useful XAI

We design CONVXAI system as a prototypical yet potential solution of useful AI explanation
systems in real-world tasks. The rationale is to mitigate the gaps between the practical, diverse,
and dynamic user demands of existing AI explanations via a unified XAI interface in the form
of conversations. Especially, we aim to probe “what are the crucial ingredients of useful XAI
systems?” during the one formative study and two human evaluation tasks. In summary, we
elaborate on our preliminary findings of useful XAI systems should potentially incorporate
four factors, including: “ Integrated XAI interface + proactive XAI tutorial + customized
XAIs + lightweight XAI display”. We elaborate on each ingredient with supportive evidence
in our studies for more details.

6.6.1.1 Integrated XAI interface accessible to multi-faceted XAIs.

In Sec 6.5.3 and Figure 6.7, we demonstrate diverse XAI user needs and usage patterns from
empirical observations. This indicates that XAI user demands are generally dynamically
changed across different users and over time. Therefore, it is essential to empower users
to choose the appropriate XAIs on their own preferences. Users can therefore leverage an
integrated XAI interface with access to multi-faceted XAIs for their needs.

6.6.1.2 Proactive XAI usage tutorial.

From the formative study, we learned that it is difficult for users to figure out “how to leverage
and combine the power of different XAI types to finish their practical goals”. This finding
motivates the “Mix-initiated” design principle, and resulting in designing XAI “tutorial” expla-
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nations to instruct users. Moreover, the two user studies provide evidence (i.e., in Sec 6.5.3.3
and Figure 6.7) that users indeed request many XAI tutorial explanations during the writing
tasks, but the requested amount is gradually decreased as the users getting more proficient in
using the CONVXAI system.

6.6.1.3 Customized XAI interactions.

Users commonly demand more controllability in generating AI explanations. We observed
these user demands from both the formative study (i.e., leading to “Controllability” design
principle), and two user studies. More quantitatively, we provide evidence (in Sec 6.5.3.4 and
Figure 6.7) that although only 3 out of 10 XAI types allow customization, all users leverage
XAI customization to generate XAIs. Further, the demands for XAI customization increase
over time.

6.6.1.4 Lightweight XAI display with details-on-demands.

By conducting user studies with both CONVXAI and SELECTXAI, we observe that users prefer
the XAI interface to be versatile yet simple. Regarding this, a details-on-demand approach
using conversations (e.g., CONVXAI) is more appropriate, as the users can directly pinpoint
the expected XAI type as they need. We provide supportive evidence by comparing CONVXAI
(details-on-demand) and SELECTXAI (full initial disclosure) in Sec 6.5.1 and Sec 6.5.2.

6.6.2 Limitations

Although the CONVXAI performs mostly better in assisting users in understanding the writing
feedback and improving their scientific writings, there are still factors and limitations to be
noted when deploying CONVXAI in practice. Here, we discuss potential obstacles they faced
and potential fixes to improve CONVXAI.

Users have a steeper learning curve to use CONVXAI. In interviewing the users about
the advantages and disadvantages of the two systems, we found participants, especially those
with less AI knowledge, experienced a steeper learning curve to use the CONVXAI– That says,
participants need more effort to learn what answers they can expect from the XAI agent. In
comparison, they think SELECTXAI is much simpler to interact with because all the answers
they can get are displayed in the interface. However, some participants also mentioned that they
would like to spend the efforts to learn CONVXAI since it provides more potential explanations
to be used. From the above observation, we deem that the CONVXAI system can be improved
by providing the “instruction of system capability range” at the initial user interaction stages,
and this learning effort will disappear when users interact more with CONVXAI in the long
run.

The performance of writing models and XAI algorithms influence the user experience
of CONVXAI. Another phenomenon we observed is that the under-performed model and XAI
algorithm quality can influence the user experience, such as trust and satisfaction. Note that
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in real-world AI tasks, humans are commonly motivated to use the XAI methods to analyze
AI predictions, such as improving writing performance according to the AI writing feedback
with the help of CONVXAI’s XAI methods. However, there are situations that AI writing
feedback is misaligned with human judgment. In these situations, users commonly ignore the
misaligned feedback which can potentially reduce satisfaction and trust in the AI prediction
models. To mitigate this issue, we posit two actions to resolve: i) it is important to align the
AI models’ predictions and feedback with human judgment before asking users to leverage
analysis methods (e.g., XAIs in CONVXAI) to explain or interact with the AI predictions. ii) if
the AI task is difficult thus, it’s inevitable to occur misalignment (e.g., the scientific writing
task in this study), enabling human intervention in the models’ prediction outputs can alleviate
the harm to user experience. For example, when P4 met the misalignment between the model
output and his own judgment, he mentioned, “it would be great if I can manually make the
model ignore this review so that the score can reflect my performance more fairly.”

6.6.3 Future Directions

Contextualize for the right user group. During the studies, we found different users with
different backgrounds requested diverse levels of AI explanation details for the same XAI
question. For instance, when asking for the model description explanations, AI experts mostly
looked for more model details such as the model architecture, how it was trained, etc. In
contrast, participants less familiar with AI knowledge only wanted to see the high-level model
information, such as who released the model and if it is reliable, etc. The observation echoes
the motivating example used by [169], and indicates that users who have different backgrounds
need different granularity levels of AI explanations. While most XAI methods tend to provide
user-agnostic information, it might be promising to wrap them based on intended user groups,
e.g., with non-experts getting the simplified versions with all the jargon removed or explained.
Prior work has also noted that users’ perceptions on automated systems can be shaped by
conceptual metaphors [118], which is also an interesting presentation method to explore.

Characterize the paths and connections between XAI methods. We observe two interesting
usage patterns of XAI methods in CONVXAI: First, different XAI methods can serve different
roles in a conversation. For example, explanations on the training data information and model
accuracy are static enough that it is sufficient to only describe them once in the CONVXAI
tutorial; feature attributions and model performance confidence tend to be treated as the basic
explanation and initial exploration points, whereas counterfactual explanations are most suitable
for follow-ups Second, some explanation methods can lead to natural drill-downs. For example,
we may naturally consider editing the most important words to get counterfactual explanations,
after we identify those words in feature attributions). If we more rigorously inspect the best
roles of, and links between, explanation methods, we may be able to create a graph connecting
them. Tracing the graph should help us understand and implement what context should be kept
for what potential follow-ups.

Meanwhile, while we encourage continuous conversations, we also observe that as the
conversation becomes longer, the earlier information is usually flushed out, and it becomes hard
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to stay on top of the entire session. Some users suggested promising directions, one participant
recommended “slicing the dialogue into sessions, where each session only discusses one specific
sentence.” Alternatively, advanced visual signals that reflect conversation structures [116] (e.g.,
the hierarchical dropdown in Wikum reflecting information flow [271]) could help people trace
back to earlier snippets.

Incorporate multi-modality. While our current controls and user queries tend to be explicit,
prior work envisioned much more implicit control signals. For example, [124] envisioned
the Natural Language Understanding unit should be able to parse sentences like “Wow, it’s
surprising that...”, decipher users’ intent on querying outlier feature importance, and pro-
vide appropriate responses. Identifying users’ emotional responses to certain explanations
(e.g., surprised, frustrated, affirmed) could be an interesting way to point to potential control
responses.

Though natural language interaction is intuitive, not all information needs to be conveyed
through dialog. Inspired by SELECTXAI’s flat learning curve, a combination of natural
language inquiry and traditional WIMP interaction could make the system easier to grasp.
Future work can survey how people might react to buttons or sliders that allow them to control
the number of words or the number of similar examples to inspect.

6.7 Conclusion

In this study, we present CONVXAI, a system to support scientific writing via conversational
AI explanations. Informed by linguistic properties of human conversation and empirical
formative studies, we identify four design principles of Conversational XAI. That says – these
systems should address various user questions (“multi-faceted”), provide details on-demand
(“controllability”), and should actively suggest and accept follow-up questions (“mix-initiative”
and “context-aware drill-down”). We further build up an interactive prototype to instantiate
these rationales, in which paper writers can interact with various state-of-the-art explanations
through a typical chatbot interface. Through 21 user studies, we show that conversational XAI
is promising for prompting users to think through what questions they want to ask, and for
addressing diverse questions. We conclude by discussing the use patterns of CONVXAI, as
well as implications for future conversational XAI systems.
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Chapter 7 |

Conclusion and Future Work

7.1 Conclusion

In this dissertation, I provide the readers with a thorough overview of human-centered useful
Ae I explanations: the human evaluations on the usefulness of AI interpretability (PART I),
the investigation of challenges (PART II), and proposed interactive AI explanation approaches
(PART III).

In PART I, we focus on exploring the research question: If the state-of-the-art AI explanation
approaches are useful for humans in real-world practice?

In Chapter 3, explaining to users why automated systems make certain mistakes is important
and challenging. Researchers have proposed ways to automatically produce interpretations
for deep neural network models. However, it is unclear how useful these interpretations are in
helping users figure out why they are getting an error. If an interpretation effectively explains
to users how the underlying deep neural network model works, people who were presented
with the interpretation should be better at predicting the model’s outputs than those who
were not. This paper presents an investigation on whether or not showing machine-generated
visual interpretations helps users understand the incorrectly predicted labels produced by
image classifiers. We showed the images and the correct labels to 150 online crowd workers
and asked them to select the incorrectly predicted labels with or without showing them the
machine-generated visual interpretations. The results demonstrated that displaying the visual
interpretations did not increase, but rather decreased, the average guessing accuracy by roughly
10%.

In Chapter 4, existing self-explaining models typically favor extracting the shortest possible
rationales — snippets of an input text “responsible for” corresponding output — to explain
the model prediction, with the assumption that shorter rationales are more intuitive to humans.
However, this assumption has yet to be validated. Is the shortest rationale indeed the most
human-understandable? To answer this question, we design a self-explaining model, LIM-
ITEDINK, which allows users to extract rationales at any target length. Compared to existing
baselines, LIMITEDINK achieves compatible end-task performance and human-annotated ra-
tionale agreement, making it a suitable representation of the recent class of self-explaining
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models. We use LIMITEDINK to conduct a user study on the impact of rationale length, where
we ask human judges to predict the sentiment label of documents based only on LIMITEDINK-
generated rationales with different lengths. We show rationales that are too short do not help
humans predict labels better than randomly masked text, suggesting the need for more careful
design of the best human rationales.

PART II further explores the disparities between the status quo of AI explanations and
real-world user demands.

In Chapter 5, It is unclear if existing interpretations of deep neural network models respond
effectively to the needs of users. This paper summarizes the common forms of explanations
(such as feature attribution, decision rules, or probes) used in over 200 recent papers about
natural language processing (NLP), and compares them against user questions collected in
the XAI Question Bank [138]. We found that although users are interested in explanations for
the road not taken — namely, why the model chose one result and not a well-defined, seemly
similar legitimate counterpart — most model interpretations cannot answer these questions.

PART III presents the proposed solution to improve human-centered useful interpretability
– conversational AI explanations.

In Chapter 6, while various AI explanation (XAI) methods have been proposed to interpret
AI systems, whether the state-of-the-art XAI methods are practically useful for humans remains
inconsistent findings. To improve the usefulness of XAI methods, a line of studies identifies the
gaps between the diverse and dynamic real-world user needs with the status quo of XAI methods.
Although prior studies envision mitigating these gaps by integrating multiple XAI methods into
the universal XAI interfaces (e.g., conversational or GUI-based XAI systems), there is a lack of
work investigating how these systems should be designed to meet practical user needs. In this
study, we present CONVXAI, a conversational XAI system that incorporates multiple XAI types,
and empowers users to request a variety of XAI questions via a universal XAI dialogue interface.
Particularly, we innovatively embed practical user needs (i.e., four principles grounding on the
formative study) into CONVXAI design to improve practical usefulness. Further, we design
the domain-specific language (DSL) to implement the essential conversational XAI modules
and release the core conversational universal XAI API for generalization. The findings from
two within-subjects studies with 21 users show that CONVXAI is more useful for humans in
perceiving the understanding and writing improvement, and improving the writing process
in terms of productivity and sentence quality. Finally, our work contributes insight into the
design space of useful XAI, reveals humans’ XAI usage patterns with empirical evidence in
practice, and identifies opportunities for future useful XAI work. We release the open-sourced
CONVXAI codes for future study.

7.2 Future Work

Putting it all together, we are really excited to contribute to this field and witness the progress
that has been made in this field for the past years. Meanwhile, we also deeply believe that there
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is still a long way to go toward useful AI explanations for humans in a wide range of real-world
use scenarios.

One key challenge is that we still don’t have well-studied benchmarks to define and measure
the objective and subjective usefulness metrics for AI explanations that can represent a wide
range of complicated use cases in practice. These benchmarks not only include scientific
measurements to assess AI explanation usefulness on human performance – often occurs with
how much can AI explanations be useful for human accuracy, efficiency, understanding? But
also, they involve assessments on model performance, such as how much can AI explanation
help improve the model performance (e.g., accuracy, fairness)? As a result, there is a lack of
well-defined assessments that can fairly compare and even guide the numerous AI explanation
approaches toward the objective of being practically useful for human-AI collaboration. How-
ever, we believe interactive AI explanations can serve as a start for future research to explore
more space for useful AI explanations in practice.

In the future, taking one step from generating faithful and plausible AI explanations, we will
have to develop more AI explanation approaches from a “human-AI-team-centered” perspective
to make explanations more useful for human-AI collaborations. We also hope to encourage more
researchers to work on diverse topics related to improving the usefulness of AI explanations,
such as building interactive AI explanations to fulfill practical human-AI use cases, developing
benchmarks to evaluate AI explanation usefulness, etc. We believe that it will lead us towards
building better AI explanation, and further push into the more outperformed, fair, trustworthy,
and safe human-AI collaborations in general.
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Appendix A|

LIMITEDINK

A.0.1 Model Details and Hyperparameters

Methodology Details

Concrete Relaxation of Subset Sampling Process. Given the output logits of identi-
fier, we use Gumbel-softmax [107] to generate a concrete distribution as c = [c1, ...cn] ∼
Concrete(idn(x)), represented as a one-hot vector over n features where the top important
feature is 1. We then sample this process k times in order to sample top-k important features,
where we obtain k concrete distributions as {c1, ..., ck}. Next we define one n-dimensional
random vector m to be the element-wise maximum of these k concrete distributions along n
features, denoted as m = maxj{cji}

j=k
i=n . Discarding the overlapping features to keep the rest,

we then use m as the k-hop vector to approximately select the top-k important features over
document x.

Vector and sort regularization. We deploy a vector and sort regularization on mask
m [64], where we sort the output mask m in a increasing order and minimize the L1 norm
between m and a reference m̂ consisting of n− k zeros followed by k ones.

Model Training Details

Training and inference. During training, we select the Adam optimizer with the learning
rate at 2e-5 with no decay. We set hyperparameters in Equation A.3 and 4.2 as λ = 1e − 4,
v1 = 0.5 and v2 = 0.3 and trained 6 epochs for all models. Furthermore, we train CONVXAI on
a set of sparsity levels as k = {10%, 20%, 30%, 40%, 50%} and choose models with optimal
predictive performance on validation sets.

Details of Self-Explaining Baselines

We compare our method with state-of-the-art self-explaining baseline models.

Sparse-N (Minimization Norm). This method learns the short mask with minimal L0 or
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L1 norm [10, 128], which penalizes for the total number of selected words in the explanation.

min Ez∼idn(x)L(cls(z), y) + λ||m|| (A.1)

Sparse-C (Controlled Norm Minimization). This method controls the mask sparsity
through a tunable predefined sparsity level α [24, 106]. The mask is penalized as below as long
as the sparsity level α is passed.

min Ez∼idn(x)L(cls(z), y) + λmax(0,
||m||
N

− α) (A.2)

where N is the input length and ||m|| denotes mask penalty with L1 norm.

Sparse IB (Controlled Sparsity with Information Bottleneck). This method introduces
a prior probability of z, which approximates the marginal p(m) of mask distribution; and
p(m|x) is the parametric posterior distribution over m conditioned on input x [176]. The
sparsity control is achieved via the information loss term, which reduces the KL divergence
between the posterior distribution p(m|x) that depends on x and a prior distribution r(m) that
is independent of x.

min Ez∼idn(x)L(cls(z), y) + λKL[p(m|x), r(m)] (A.3)

A.0.2 Ablation Study on Model Components

We provide an ablation study on the Movie dataset to evaluate each loss term’s influence on
end-task prediction performance, including Precision, Recall, and F1 scores. The result is
shown in Table A.1.

Setups End-Task Prediction
Precision Recall F1

No Sufficiency 0.25 0.50 0.34
No Continuity 0.82 0.81 0.81
No Sparsity 0.80 0.79 0.79
No Contextual 0.83 0.83 0.83
Our Model 0.91 0.90 0.90

Table A.1: Ablation study of each module in our model on Movie Review dataset.

A.0.3 Additional Details of Human Study

Generating Random Baselines Human accuracy likely increases when participants can
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see more words, i.e., when the lengths of rationales increase. If a rationale and a random
text span have the same number of words, the rationale should help readers predict the label
better. We created a simple baseline that generated rationales by randomly selecting words
to form the rationales. We could control (1) how many words to select and (2) how many
disjointed rationales to produce. In the study, we set these two numbers to be identical to that
of CONVXAI at each length level.

In detail, given the rationale length k, we first got the count of total tokens in rationale
as #tokens = k. Next, we computed the average number of rationale segments m, which are
generated by CONVXAI, over the Movie dataset. We randomly selected m spans with total
tokens’ count as #tokens from the full input texts, thus obtaining the random baselines. We
evenly separated 10 worker groups to finish five random baseline HITs and CONVXAI HITs
each. We determined that good model rationales should get higher human accuracy compared
with same-length random baselines.

Human Evaluation User Interface

We provide our designed user interfaces used in the human study. Specifically, we show the
interface of the human study panel in Figure A.1 (B). We also provide the detailed instructions
for workers to understand our task, the instruction inteface is shown in Figure A.2.
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(B) Worker Study Interface

(A) Worker Group Assignment

Figure A.1: (A) The design of the worker group assignment in our human study. (B) The
worker interface of the human study. 78



Figure A.2: User Interface of the instruction in the human study.79



Appendix B|

CONVXAI

B.0.1 Formative Study

Participants Details. In order to capture the user demands of conversational XAI systems from
more comprehensive and representative views, we recruited seven participants with diverse
backgrounds and occupations in the formative study. The demographic statistics of the seven
participants are summarized in Table B.1(A). Specifically, we invited 7 participants, including
3 females and 4 males. In detail, we collected and recorded the participants’ information
according to the criteria as: Writing Expr. (i.e., how many years of scientific writing experience
do they have?): <1 year; 1-3 years; 3-5 years; 5-10 years; >10 years; AI Knowlg. (i.e., what
level of AI Knowledgeability would they describe themselves?): 5 - I am a machine learning
expert; 4 - I know a lot about machine learning; 3 - I know some knowledge about machine
learning; 2 - I know little knowledge about machine learning; 1 - I never heard about machine

B

A

Multifaceted

（R1）

Mixed-Initiate 

(R2)

Context-aware 

Drill-down (R3)

Controllability 

(R4)

Interactive

Dialogue

SelectXAI

ConvXAI

ID Writing Expr. AI Knowlg. # Paper
 Occupation

1 5-10 years
 5 >10 Assistant Professor


2 3-5 years 4 >10 Ph.D. candidate

3 <1 year 2 <1 Upcoming Master student

4 1-3 years 3 5-10 Ph.D. student

5 > 10 years 1 >10 Senior Applied Scientist

6 1-3 years 2 5-10 Software Engineer

7 5-10 years 4 >10 Applied Scientist

Table B.1: (A) The demographic statistics of the users in the formative study. We recruit seven
participants with diverse backgrounds and occupations in order to capture the user needs for
the conversational XAI system in more comprehensive views. (B) The four design principles
for conversational XAI systems summarized from the formative study. We further compare the
existing systems (i.e., Interactive Dialogue [232, 239]), the baseline (i.e., SelectXAI) and our
proposed CONVXAI system, regarding these four principles.
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background purpose method finding other

#Samples 5062 821 2140 6890 562

Precision 0.714 0.610 0.720 0.789 0.811

Recall 0.783 0.637 0.623 0.758 0.857

F1 0.747 0.623 0.668 0.773 0.833

A
Conf. Aspect Patterns

ACL

1. ’background' (25%)   -> ‘purpose' (12.5%) -> 'method'  (37.5%) -> 'finding' (25%);

2. ’background' (33.3%) -> 'purpose' (16.7%) -> 'method'  (16.7%) -> 'finding' (33.3%);

3. ’background' (42.9%) -> 'method'  (28.6%) -> 'finding' (28.5%);

4. ’background’ (50%)   -> 'purpose' (16.7%) -> 'finding' (33.3%);

5. ’background’ (25%)   -> 'finding' (12.5%) -> 'method'  (12.5%) -> 'finding' (50%);

CHI

1. ’background' (42.9%)   -> 'purpose' (14.3%)  -> 'finding' (42.9%);

2. ’background' (22.2%)  -> 'purpose' (11.2%)  -> 'method' (33.3%)  -> 'finding' (33.3%);

3. ’background' (33.3%)  -> 'purpose' (16.7%)  -> 'method' (16.7%)  -> 'finding' (33.3%);

4. ’background' (33.3%)  -> 'method' (16.7%)   -> 'finding' (50%);

5. ’background’ (20%)     -> 'finding' (6.7%)       -> 'background' (13.3%)  -> 'purpose' (6.7%)   ->  ‘background’ (13.3%)  -> 'finding' (6.7%)       -> ‘method' (6.7%)  -> 'finding' (26.7%);

ICLR

1. ’background' (33.3%)  -> 'purpose' (16.7%)  -> 'method' (16.7%)  -> 'finding' (33.3%);

2. ’Method' (20%)            -> 'finding' (80%);

3. ’background' (42.9%)  -> 'purpose' (14.2)     -> 'finding' (42.9%);

4. ’background' (45.5%)  -> 'method' (9.1%)     -> 'finding' (9.1%)      -> 'method' (9.1%)  -> ‘finding' (27.3%);

5. ’Background’ (22.2%)  -> 'purpose' (11.1%)  -> 'method' (33.3%)  -> 'finding' (33.4%);

B

20%th 40%th 50%th 60%th 80%th 

ACL 22 32 39 46 71

CHI 32 45 53 63 97

ICLR 35 52 62 74 116

D

# Abstract # Sentence Avg Sent Len

ACL 3221 20744 26

CHI 3235 21643 25

ICLR 3479 25873 27

C

Table B.2: The summary of writing models’ performance. The writing structure model
performance (with fine-tuned Sci-BERT language model) is shown in (A); (B) shows the
extracted five aspect patterns for each conference; the data statistics of three conferences in
terms of abstract number, sentence number and average sentence length in (C) and the quality
score distribution in (D).

learning. # Paper (i.e., how many submitted papers do they have?): <1; 1-3; 3-5; 5-10; >10.
Occupation: we also record the occupation of each participant.

B.0.2 Writing Model Performance

We summarize the writing model performance in the Figure B.2. We can observe the writing
structure model performance of the fine-tuned Sci-BERT language model is shown in Fig-
ure B.2A. The model accuracy is 0.7453. Figure B.2B shows the extracted five aspect patterns
for each conference. Further, we can see the data statistics of three conferences in terms of
abstract number, sentence number and average sentence length in Figure B.2C and the quality
score distribution in Figure B.2D.
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