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Thesis Statement

Displaying the visual interpretations to general 
users did not increase, but rather decreased, the 
average accuracy on guessing incorrectly 
predicted labels by roughly 10%.
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Method
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Results

Table: Average Human Accuracy on Inferring Model 
Misclassification (non-overlap users).
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[No-Interpretation] condition > [Interpretation] condition

                                               (statistically significant)
 

10% Accuracy Drop

Conclusion



What does this mean?

Be cautious when displaying machine-generated 
interpretations to explain models’ mistakes, 
because it is not always helpful for understanding 
by general users.
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Model Error Categories for Fine-Grained Analysis

➔ C1: Local Character Inference

➔ C2: Multiple Objects Selection

➔ C3: Similar Appearance Inference

➔ C4: Correlation Learning

➔ C5: Incorrect Gold-standard Labels
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Thank you!
GitHub: 
https://github.com/huashen218/GuessWrongLabel 

Hua Shen
(huashen218@psu.edu)

Ting-Hao(Kenneth) Huang
(txh710@psu.edu)
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