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Abstract
Recent advancements in general-purpose AI have highlighted the
urgent need to align AI systems with the goals, ethical principles,
and values of individuals and society. Existing alignment research
has been primarily approached as an AI-centered, static, and uni-
directional process. However, this unidirectional perspective falls
short of taking into account the dynamic and evolving interaction
between humans and AI, necessitating a shift toward a bidirec-
tional, interconnected mode of human-AI alignment. This SIG aims
to outline the emerging areas of bidirectinoal human-AI alignment
research, propose a blueprint of future goals and challenges for
fundamental alignment research, and establish a shared platform
to bring together experts from HCI, AI, social sciences, and more to
advance interdisciplinary research and collaboration on human-AI
alignment.

CCS Concepts
• Human-centered computing→ Interaction design; Human
computer interaction (HCI); • Social and professional topics
→ Computing / technology policy; • Security and privacy →
Human and societal aspects of security and privacy.
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1 Introduction
The rapid advancements in general-purpose AI has precipitated the
urgent need to align these systems with values, ethical principles,
and goals of individuals and society at large. This need, commonly
referred to as “AI alignment,” [22, 24] is crucial for ensuring that
AI systems function in a manner that is not only effective but also
consistent with human values, minimizing harm and maximizing
societal benefits. Traditionally, AI alignment has been viewed as
a static, one-way process, with a primary focus on shaping AI
systems to achieve desired outcomes and prevent negative side
effects [5, 13, 15]. However, as AI systems become more integrated
into everyday life and take on more complex decision-making roles,
this unidirectional approach is proving inadequate [1]. AI systems
interact with humans in evolving, unpredictable ways, generat-
ing feedback loops that influence both AI behavior and human
responses. This dynamic interaction necessitates a shift in
how we think about alignment [1]—one that recognizes the
bidirectional and adaptive nature of human-AI relationships [18].
Rather than a one-time process or static goal, we should consider
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alignment as a continuous, evolving engagement between humans
and AI, requiring constant reassessment and recalibration.
The concept of Bidirectional Human-AI Alignment offers a paradigm
shift in howwe approach the challenge of human-AI alignment [18],
which emphasizes the dynamic, mutual alignment process. Par-
ticularly, it not only involves an AI-centered perspective, focuses
on integrating human specifications into training, steering, and
customizing AI. Also, it takes a human-centered perspective into
account, aiming to preserve human agency and empower people to
think critically when using AI, collaborate effectively with it, and
adapt societal approaches to maximize its benefits for humanity.
In this way, alignment becomes an interactive, reciprocal process.
This ongoing dialogue between humans and machines is essential
to achieving true alignment, as it allows both parties to evolve in
response to changing contexts, goals, and ethical considerations.
To work towards bidirectional human-AI alignment, grounded on
our framework from a systematic survey of over 400 alignment
papers [18], the core SIG objectives are twofold: (1) broadening
the current research of AI alignment by expanding to adapting
AI to dynamic human needs and societal contexts through research
on value-sensitive design on AI, interactive alignment, alignment
evaluation and social impacts, dynamic evolvement for alignment,
and more. (2) fostering interdisciplinary collaboration between
researchers in multi-disciplinary domains, such as AI, HCI, and
social sciences, creating a platform for exchange and innovation.
Consequently, this SIG offers a comprehensive perspective and
invites researchers to explore diverse aspects of alignment.

2 SIG Goals
The goal of this SIG includes outlining existing and emerging areas
of bidirectional human-AI alignment, proposing a roadmap of future
goals and challenges for alignment research. Specifically, this SIG
primarily aims to explore four research questions:
G.1 What are the fundamental individual and societal needs in

bidirectional human-AI alignment?
G.2 How can these alignment needs be addressed through the

development of interaction and user experience mechanisms?
G.3 How can we evaluate the effectiveness and societal impacts of

bidirectional human-AI alignment?
G.4 Howwill human-AI alignment co-evolvewith dynamic changes,

and what strategies can be designed to adapt to these changes?
Addressing these research questions requires a diverse group of
interdisciplinary researchers and practitioners to work together.
This SIG aims to bring together experts from HCI, AI, psychology,
social sciences, and more domains to advance interdisciplinary
research and collaboration on bidirectional human-AI alignment.

3 Themes
Given the four aforementioned SIG goals for exploring bidirectional
human-AI alignment, we outline four corresponding themes that
will be implemented in this SIG’s events, including lightning talks,
panel, group discussions, and post-SIG paper or blog outputs.
• Alignment Objectives. This theme explores the fundamental

individual and societal needs in bidirectional human-AI align-
ment. Typical questions include: What human values should AI
align with? How do humans’ and AI’s cognitive mental models

Time Events

5 min Welcome & Introduction
30 min Lightning Talks + A Short Panel
5 min Transition & Preparation
30 min Theme-based Group Discussions
5 min Summarization & Closing remarks

Table 1: Schedule for the 75-minute CHI Bi-Align SIG session.

differ during interactions? In what ways do individuals and
societal groups vary in their approaches to aligning with AI?
– Keywords & Example Papers: value-centered alignment, align-
ment for individuals or societal groups, cognitive and behav-
ioral alignment, alignment in multimodal AI, etc. [19]

• Alignment Methods. This theme investigates various ap-
proaches, such as interaction mechanisms and user experience
design, to align AI with diverse human individuals and groups.
Typical questions include: How can we interactively elicit hu-
man values for AI alignment? What interactive user interface
designs can mitigate misalignment between humans and AI?
– Keywords & Example Papers: interactive alignment, specifica-
tion and requirements, UX design for AI alignment [23, 26].

• Alignment Evaluation. This theme examines methods for
evaluating the effectiveness of human-AI alignment and its
societal impacts across various applications. Key questions
include: How can we quantitatively and qualitatively assess
alignment between humans and AI? What are the impacts of
AI alignment on individuals and societal groups?
– Keywords & Example Papers: alignment evaluation, societal
impacts, alignment for responsible and ethical AI, etc. [2]

• Dynamic Alignment Evolvement. This theme focuses on
the dynamic co-evolution of human-AI alignment, addressing
how alignment changes over time and how to adapt to these
changes effectively.
– Keywords & Example Papers: alignment evolution, adaptation
in alignment, etc. [1]

4 Session Plan
4.1 Before the SIG
Before the SIG session, we will invite participants through social
media promotion and professional mailing lists. We expect atten-
dees from diverse backgrounds with different levels of familiarity
and seniority with the topic. Furthermore, we have created a Slack
Channel and a Google Folder for attendees to share materials and
networking online.

4.2 SIG Schedule
We propose a 75-minute long session, with program consisting
of following activities, in a hybrid format. While we encourage
in-person attendance, synchronous online access will be provided.
The tentative workshop schedule is detailed in Table 1.
Lightning Talks by Experts.We will invite four experts as our
speakers to introduce the four SIG themes, and further provide a 5-
min lightning talk tutorial for each theme. Particularly, we will ask
the four speakers to collect representative papers in each theme and

https://join.slack.com/t/bi-alignworkshops/shared_invite/zt-2vpuf45n7-zP8DcmoRwjqfCxVQ4f5_Kw
https://join.slack.com/t/bi-alignworkshops/shared_invite/zt-2vpuf45n7-zP8DcmoRwjqfCxVQ4f5_Kw


Bidirectional Human-AI Alignment (Bi-Align) CHI ’25, April 26 - May 01, 2025, Yokohama, Japan

present a short overview of each theme’s research. The lightning
talks last for 20 minutes in total.
A Short Panel with Speakers. The discussion panel will include
the four experts with balanced perspectives from academia and in-
dustry who give the tutorials of four themes. The panel includes the
Q&A among themoderator, panelists, and the audiences who attend
the SIG in-person or online. The panel will last for 10 minutes.
GroupActivity.We plan to host a 30-minute event of “On-the-spot
Paper Writing” group activity. The groups will be formed using the
“birds of a feather” format, which allows for individuals to join one
of the four groups with the pre-defined themes. Our initial ideas of
the group activity is:
• On-the-spot Paper Writing: Participants will choose from

the predefined four alignment themes and join correspond-
ing groups. Each group will brainstorm a research idea or an
imaginary paper on their chosen topic. Deliverables may in-
clude an abstract, teaser figures illustrating key concepts, or
compelling use cases. Groups will then share their work with
others for feedback. At least one organizer will join each group
for organizing the event and working on the imaginary paper.

4.3 Intended Community & Expected Size
We expect the SIG attendees to be academic or industrial researchers
and practitioners who are broadly interested in alignment top-
ics. Participants may come from a variety of disciplines, including
human-computer interaction, Artificial Intelligence, machine learn-
ing, psychology, social science, and more. Deep technical expertise
in AI is not a prerequisite. To bring interdisciplinary researchers
together, we are also hosting a Bidirectional Human-AI Alignment
Workshop accepted by the ICLR 2025 conference. Our shared Slack
Channel enables researchers in CHI SIG, ICLR workshop, and more
who are interested in alignment topics to easily connect and collab-
orate in the future. This SIG will particularly benefit those keen on
exploring alignment-related topics including human-AI interaction,
human-centered AI, responsible AI, AI for social good, user experi-
ence for AI, AI in various applications such as creativity, education,
and more.

In order to facilitate meaningful, in-depth conversation, we tailor
this SIG for a group of 30-50 participants, including 30-40 in-person
and 10-20 remote participants. We may slightly adjust the SIG struc-
ture to accommodate a higher number of participants if needed.

5 Post-SIG Plans & Expected Outcomes
We plan to compile a comprehensive report summarizing the SIG’s
key discussions, presentations, and findings, which will be shared
on open-access platforms such as ArXiv and our SIG website to
reach a broad audience. Additionally, we aim to expand the out-
comes of the On-the-spot Paper Writing session into full papers for
submission to HCI conferences such as CHI. To facilitate ongoing
communication and collaboration, we will establish dedicated Slack
channels for the audience. Each thematic channel will be moderated
by at least one co-organizer, who will act as a coordinator to guide
discussions and activities during and after the SIG events.
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A Supplementary Material
A.1 Organizers and Primary Contact
This workshop is organized by a team of experienced researchers
with diverse expertise in human-AI alignment, representing various
stages of their careers and spanning a wide range of demographic
and geographical backgrounds. Collectively, the organizing com-
mittee has made significant contributions to both HCI and AI across
a variety of topics, including alignment and values [18, 19, 21], AI
explanation and sensemaking [10, 16, 17, 20], human-AI interac-
tion [7, 11, 12, 14, 27], AI responsibility and auditing [3, 6], user
experience design on AI and alignment [4, 9], and AI evaluation
and social impact [8, 25]. The organizers have a strong track record
of successfully hosting workshops, tutorials, and panels on human-
centered AI, user experience and interaction design on AI, and
more, bridging the HCI and AI communities.

Hua Shen (Primary Contact) is a postdoctoral scholar at the
University of Washington. Her research centers on bidirectional
human-AI alignment, aiming to empower humans to interactively
explain, evaluate, and collaborate with AI, while incorporating
human feedback and values to improve AI systems. She earned
her Ph.D. from Pennsylvania State University and completed a
postdoctoral fellowship at the University of Michigan. She initiated
and led the systematic survey project of “Bidirectional Human-AI
Alignment” [18].

Tiffany Knearem (Co-Primary Contact) is a User Experience
Researcher on the Material Design team at Google. Her research
focus is on product designer-developer collaboration, creativity
support tooling and opportunities for AI in the user interface (UI)
design space. She holds a PhD in Information Sciences and Tech-
nologies from Pennsylvania State University, advised by Dr. John
M. Carroll. She co-organized the CHI 2024 workshop on Computa-
tional UI.

Reshmi Ghosh is an Applied Scientist Lead for GenAI Safety in
Microsoft’s Responsible AI and Security team. She was the core ar-
chitect in LLM Safety, designing M365 CoPilots, and has previously
worked on integrating machine learning features to Excel, Word,
and PowerPoint. She graduated with a Ph.D. from Carnegie Mellon
University, focusing on data reconstruction using NLP methods for
mitigating climate change. She is a research advisor for teams at
MIT CSAIL, UMass Amherst, UCLA, and Oxford University.

Michael Xieyang Liu is a research scientist at Google Deep-
Mind. His research aims to improve human-AI interaction, with a
particular focus on human interaction with multimodal large lan-
guage models and controllable AI. Michael previously earned his
Ph.D. from the Human-Computer Interaction Institute at Carnegie
Mellon University, specializing in the intersection of HCI, program-
ming tools, sensemaking, intelligent user interfaces, and human-AI
interaction. Michael organized the Sensemaking workshop at CHI
2024.

AndrésMonroy-Hernández is anAssistant Professor co-leading
the Princeton HCI Lab at Princeton University, where his research
focuses on human-computer interaction and social computing. He
is also an associated faculty at Princeton’s Center for Informa-
tion Technology and Policy, the Keller Center for Innovation, the
DeCenter, the Program in Cognitive Science, and the Program in
Latin American Studies. Before Princeton, he led the HCI Research
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team in the Microsoft Research’s FUSE Labs and Snap Research. He
received his Ph.D. degree in Media Arts and Sciences from MIT.

SherryTongshuangWu is anAssistant Professor in theHuman-
Computer Interaction Institute at Carnegie Mellon University. Her
research lies at the intersection of Human-Computer Interaction
and Natural Language Processing, aiming to design, evaluate, build,
and interact with AI systems that are compatible with actual hu-
man goals. Before joining CMU, Sherry received her Ph.D. degree
from the University of Washington. Sherry organized the TRAIT
workshop at CHI 2022, 2023 and TREW workshop at CHI 2024.

Diyi Yang is an Assistant Professor in the Computer Science
Department at Stanford University, affiliated with the Stanford NLP
Group, Stanford HCI Group, Stanford AI Lab (SAIL), and Stanford
Human-Centered Artificial Intelligence (HAI). Her research focuses
on Socially Aware Natural Language Processing, aiming to bet-
ter understand human communication in social context and build
socially aware language technologies to support human-human
and human-computer interaction. She received her Ph.D. degree in
Language Technologies Institute at CMU.

Yun Huang is an Associate Professor in the School of Informa-
tion Sciences at the University of Illinois at Urbana-Champaign.
She is dedicated to innovating AI-based solutions that foster a syn-
ergistic relationship between humans and machines, enhancing
educational opportunities to all and expanding access to commu-
nity services. She received her Ph.D. in information and computer
science from the University of California, Irvine.

Tanushree Mitra is an Associate Professor in the Information
School at the University ofWashington. Her research blends human-
centered data science and social science principles to develop new
knowledge, methods, and systems to defend against the epistemic
risks of online mis(dis)information, bias, hate, and harm. She co-
founded the Responsibility in AI Systems and Experiences (RAISE)
Center at UW. She received her PhD in Computer Science from
Georgia Tech’s School of Interactive Computing and her Masters
in Computer Science from Texas A&M University.

Yang Li is a Senior Staff Research Scientist at Google DeepMind,
and an affiliate faculty member at University of Washington. His
research lies at the intersection of HCI and AI, focusing on general
deep learning research and models for solving human interactive
intelligence problems and improving user experiences. He earned
a Ph.D. degree in Computer Science from the Chinese Academy
of Sciences, and conducted postdoctoral research at UC Berkeley
EECS. Yang organized multiple workshops that bridges HCI and
AI/ML fields, including the first ICML AI&HCI workshp.

Marti A. Hearst is a Professor in the UC Berkeley School of
Information and the Computer Science Division. She was Interim
Dean andHead of School for the I School. Her research encompasses
user interfaces with a focus on search, information visualization
with a focus on text, computational linguistics, and educational
technology. She co-founded the ACM Learning@Scale conference
and is a former president of ACL, a CHI Academymember, the SIGIR
Academy, an ACM Fellow, and an ACL Fellow. She received her
PhD, MS, and BA degrees in Computer Science from UC Berkeley.

A.2 Organizing and Presenting Approach
We will host the SIG in a hybrid format, primarily in-person
with an option for remote participation. All sessions will be live-
streamed, with virtual breakout rooms available for remote atten-
dees to join discussions. We will leverage the conference center’s
standard equipment to meet the technical needs. A SIG website and
Slack platform will serve as central hubs for engagement, offering
details such as the program schedule, organizers, and speakers.

We provide asynchronous materials for all participants to access
offline through both the SIG website and Slack platform. In case
any technical or accessibility issues arise, we provide all important
information, such as the program schedule, list of organizers and
speakers, and pre-prints of accepted papers, on the SIG website.
Besides, we allow all participants to engage in the SIG Slack for
Q&A and discussion. Furthermore, we will release the videos of the
SIG presentations on YouTube and list them on our SIG website.

A.3 Accessibility
We strive to create an inclusive workshop environment for all
participants, including those with cognitive, mental health and
physical disabilities. We will highly encourage authors to make
their position paper accessible. For accepted papers, we plan to
offer guidance on improving document accessibility, e.g., alt-text
for images and tables, ensuring that the navigation hierarchy is
intelligible for screen-readers. During theworkshop, wewill request
that all participants follow accessibility best practices, for example
use of a microphone at all times and turning on captioning for
presentations.
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